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Doctor of Philosophy
GEOSTATISTICAL PREDICTION OF VEGETATION AMOUNT USING

GROUND AND REMOTELY SENSED DATA
by Jennifer Lee Dungan

Maps of vegetation amount are needed at many scales, from the �eld scale for the
purpose of managing crop production to the global scale to understand biogeochem-
ical cycles. Current methods of predicting vegetation amount use remote sensing to
provide a spatially exhaustive data source.
Aspatial regression was recognized as the most commonly used statistical predic-

tion method in a detailed survey of 51 studies from the peer-reviewed literature.
Regression used in these studies was aspatial in that it did not incorporate spa-
tial support, sample location or geometry, spatial variability or spatial dependence.
Therefore, geostatistical methods, which assume spatial dependence, have an un-
tapped potential to map vegetation amount using ancillary data from remote sens-
ing images. Two geostatistical methods, cokriging and conditional simulation, were
contrasted for the �rst time with aspatial regression in terms of their accuracy and
uncertainty description for vegetation amount prediction.
For a synthetic data set constructed from imaging spectrometer data, aspatial

regression was most accurate when ground and spectral variables were very closely
related (r between the data exceeding .89). Cokriging was more accurate in all other
situations. Conditional simulation, though not as accurate, was superior to the other
two methods in reproducing the univariate and spatial characteristics of vegetation
amount. The sample size was 300 and the sampling fraction was .3%. For a real data
set from western Montana, USA, over 300 ground measurements of conifer canopy
cover made in each of two years by the US Forest Service and collocated NDVI
values from Landsat TM were used to predict canopy cover in a 97 square km2

subarea where the sampling fraction was .03%. The nonlinear aspatial regression
model between canopy cover and NDVI had statistically identical parameters in both
years, but prediction intervals were very wide and accuracy was low at test points.
Cokriged maps had much higher accuracy but were a�ected by the small sampling
fraction and clumped distribution of ground measurements. Conditionally simulated
realizations using collocated cokriging displayed the desirable aspects of cokriging
at the same time as presenting plausible global and spatial distributions of canopy
cover and were therefore considered preferable to the cokriged maps. AVHRR data
from the same region con�rmed the diÆculties of relating coarse spatial resolution
(large spatial support) data to ground measurements. A simple change-of-support
model between TM and AVHRR explained the behavior of near infrared re
ectance
but did not explain NDVI, a nonlinear transform of re
ectance.
Results of both the synthetic and real data sets showed that uncertainty described

by aspatial regression was completely data-value dependent whereas from cokriging
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it was completely data-location dependent. The uncertainty description from con-
ditional simulation was dependent on both value and location and therefore should
be more useful in describing the geographical distribution of prediction uncertainty.
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1 Introduction

1.1 Understanding the Earth system

Vegetation covers a large portion of the Earth's terrestrial surface. Describing the

spatial distribution of terrestrial vegetation is important for understanding ecolog-

ical, climatological and hydrological systems. For example, models of the carbon

cycle (Sellers et al. 1997, Pan et al. 1998), volatile organic carbon emission (Simp-

son et al. 1995) and hydrologic 
uxes such as evapotranspiration and runo� (Mackay

and Band 1997) all contain variables that quantify the amount of vegetation as a

function of location. At regional to global scales, mapping vegetation amount may

be an intermediate step on the way to understanding the biogeochemical cycles, the

hydrologic cycle, or climate change (Dickinson et al. 1991, Xue et al. 1991, Bonan

1993). At local or regional scales, the maps may provide more direct information

for monitoring crop productivity (Easterling et al. 1998) or forest health (Olsen and

Schreuder 1997, Laurance et al. 1997).

The amount of vegetation at a given location is in
uenced by climate and soil

factors at that location as well as human and animal action. Climate, which con-

trols light, heat and water supply and soil factors relating to water and nutrient

supply join human management practices, prior 
oristic composition, decomposi-

tion, disease and herbivory by mammals and insects as the major determinants of

vegetation amount (Schultz 1995). Vegetation amount, in turn, a�ects the surface

energy exchange and therefore climate (Henderson-Sellers 1993, Nemani et al. 1996),

the interception of precipitation (Teklehaimanot and Jarvis 1991) and the erosion

of soil by wind and water (Zhang et al. 1996, Stohlgren et al. 1998). To further

understand the role of vegetation and its feedbacks in the Earth system, vegetation

amount mapping is required at a variety of scales.

Understanding the spatial distribution of vegetation amount is an inherently

geographical problem. Beyond such limited descriptions as `clumped, `patchy', or

`random', what is needed is a map. If dynamic processes are involved, many maps

representing a landscape over time may be required. The scienti�c purposes to

1



which such maps are to be used require cartometry (Maling 1989), rather than

cartography. Cartometry, or measurement from maps, is behind the application of

maps in computer models of Earth systems via Geographical Information Systems

(GIS). The maps (often called layers in a GIS) can be analyzed in a number of ways.

They can be used to obtain estimates of the total e�ect of a process by integrating

over arbitrarily de�ned zones (Gross et al. 1987), combined with other maps to infer

relationships with other environmental quantities (Davidson and Lefebvre 1993)

or input to ecological models (Running 1990, Coughlan and Dungan 1996). The

quantitative use of maps in GIS put a special burden on prediction models: they

must be everywhere as accurate as possible.

1.2 Measurements of vegetation amount

There are several possible ways to quantify vegetation amount required by Earth

system studies, depending on the question being asked. Quantities that are typi-

cally used include leaf area index (Watson 1947); fraction of canopy cover (Stewart

1988); biomass, speci�cally total, aboveground, live, dead, or foliar (Gholz 1982);

and volume (Eid and Naesset 1998). Leaf area index (LAI) and canopy cover are

dimensionless values, comprised of area per area expressions. Biomass is expressed

either as a mass or mass per area and volume is expressed as either a volume or vol-

ume per area. Although LAI, canopy cover, biomass and volume all quantify some

aspect of the amount of vegetation at a particular place at a particular time, each is

unique and may or may not be highly correlated with each other. For example, a one

hectare plot located in a woodland with grass understory might have very high foliar

biomass (including foliage from both grass and woody vegetation), but have a very

low stem volume. Therefore, studies must clearly identify the vegetation amount

quantity or quantities of interest, which will herein be called `primary' quantities.

Other quantities that may be closely related to vegetation amount, such as primary

production and absorbed and intercepted photosynthetically active radiation, are

also separate and unique quantities.
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Data on a vegetation amount quantity may come from direct measurement,

such as weighing the plant components harvested from a plot or determining the

total area of foliage removed from the canopy (Daughtry 1990) or non-destructive,

indirect measurements. When direct measurements involve plant removal, their

number is naturally limited by the desire not to reduce the availability of exper-

imental material. To avoid destroying the experimental subject and to limit the

labor involved in collecting measurements, allometric models are often used to pre-

dict one vegetation quantity from another (Kittredge 1944, Gower et al. 1987) using

non-destructive methods. Other indirect methods include light transmittance mea-

surements made under the canopy that are then used to infer the amount of light-

obstructing vegetation (Parton et al. 1991, Vose et al. 1995, Gower et al. 1999). In

practice, most measurements of vegetation canopies are indirect (Dufrene and Breda

1995, Gower et al. 1999).

Ground-based measurements of vegetation amount are necessarily limited to

small areas, on plots of various shapes ranging in size from less than a square meter

to not more than about a hectare. If the area to be mapped is large, for example

a geomorphological province or level 1 watershed (Seaber et al. 1987), the total

area actually measured is a minuscule fraction of the area to be mapped. Mapping

therefore requires inference at unmeasured locations, or spatial prediction.

1.3 Predictions of vegetation amount

Models must be used to predict values at locations where no measurements are

available (Journel and Alabert 1989). Models are either statistical or deterministic

{ the former use mathematics to achieve results with certain statistical properties,

the latter use mathematics to represent processes presumed to be important in

the physical environment. Language describing how measurement data are used

for prediction is speci�c to the type of model used and can be inconsistent. This

thesis deals with statistical models, therefore the term `variable' is used to represent

quantities that vary spatially or temporally, for example the primary vegetation
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amount quantities. The term `parameter' is reserved here for (constant) coeÆcients

of mathematical equations within a model.

Across the literature relevant to this topic, there is no clear convention on the

use of the words `prediction' and `estimation'. For example, in the remote sensing

literature, variables are `estimated', and increasingly the word `retrieval' is used as a

synonym for the prediction of variables (i.e., Beaudoin et al. 1994, Rollin and Milton

1998, Bicheron and Leroy 1999). The classical statistical sense (Draper and Smith

1998) of `prediction' will be used in this thesis unless otherwise stated. Accordingly,

the value of a variable is predicted. The word `estimation' is therefore reserved for

obtaining values of model parameters.

Whether spatial or not, any prediction from a model should be accurate, mean-

ing that it should be unbiased (the expected value of the error should be zero) and

precise (the errors should be small). Additional factors in spatial prediction may

include the need for reproduction of the mean, variance and frequency distribution

over the spatial domain, its spatial pattern at several scales and its co-occurrence

with other spatial variables. Unavoidably, predictions will be in error, so the model

should include a term or terms for error.

Whereas error is a factual, objectively de�nable quantity, that is the di�erence

between the predicted value and a true value, to have accurate knowledge of the error

is to obviate the prediction problem. In other words, perfect knowledge of model

error would entail perfect knowledge of the true values. Therefore, the best that can

be done to understand the quality of a prediction is to have a model for uncertainty.

While there are many aspects to uncertainty (Kundzewicz 1995, Brincombe 1997,

Atkinson 1999), it is used here in the speci�c sense of `the range of predicted values'.

It is a more subjective quantity than error since it is a function of a model or models.

For spatial prediction problems, uncertainty should also be mappable, because the

range of predicted values will be smaller in some areas than in others. It is this

geographical description of uncertainty that can identify areas for further sampling,

model re�nement or comparison.

Because ground measurement plots are exceedingly small relative to the area
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to be mapped, they are often considered quasi-points. Models for mapping may

simply rely on these quasi-point data of the primary variable. Or the models may

include data from other, ancillary sources that are related to vegetation amount.

They are ancillary in the sense that they supplement the information provided by

the measurements of the primary variable. Remote sensing is an important source

of ancillary information for vegetation amount prediction.

1.4 Remote sensing for spatial prediction

The re
ectance of vegetation canopies in near infrared and visible wavelengths is

physically related to vegetation amount (Myers and Allen 1968, Jordan 1969, Colwell

1974, Curran 1980). Therefore, re
ectance data in these optical wavelengths, col-

lected by satellite sensors such as the Landsat Thematic Mapper (TM), the Syst�eme

Pour L'Observation de la Terre (SPOT) High Resolution Visible (HRV) instrument

and the National Oceanic and Atmospheric Administration's (NOAA) Advanced

Very High Resolution Radiometer (AVHRR) should be useful in the prediction and

mapping of vegetation amount (Rouse et al. 1975, Jensen 1983, Running et al. 1986,

Wulder 1998). Images of the Earth's surface acquired with optical and radar sensors

have been used as sources for information on the spatial distribution of vegetation

since aerial photography became a tool for forest inventory in the 1920s (Seeley 1929,

Heller and Ulliman 1983). Currently it is accepted that remote sensing is the only

practical means of obtaining spatially extensive and exhaustive data for mapping

over large regions (Ustin et al. 1991). But it provides only indirect information on

vegetation amount (Curran et al. 1998), since these sensors record measurements of

re
ected radiation not of a vegetation quantity.

The use of remote sensing for predicting vegetation amount spatially is similar

to other prediction problems in remote sensing, such as mapping evapotranspiration

(Moran and Jackson 1991) and snow cover (Lillesand et al. 1982, Rosenthal and

Dozier 1996) on land or suspended sediment (Curran 1988) and chlorophyll concen-

tration (Johnson 1978, Allee and Johnson 1999) in water bodies. Two general types
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of methods to solve these problems were recognized early in the development of satel-

lite remote sensing applications. McCluney (1976) categorized the transformation

of remotely sensed images of water bodies to maps of water color as theory-based

and empirically based methods. By theoretical methods, McCluney meant the in-

version of analytical, deterministic models of light/water interaction to predict color

quantities. Empirical methods included the development of statistical models built

from image and ground data collected at the same locations. This categorization is

equally applicable to mapping of vegetation quantities (Hall et al. 1995).

1.4.1 Theory-based methods

Many have reported on the theoretical, also known as the physically-based method

for predicting vegetation quantities (Clevers 1988, Pinty et al. 1990, Rosema et al.

1992, Fischer 1994, Woodcock et al. 1997, Kuusk 1998, Gemmell and Varjo 1999).

Theoretical methods require a comprehensive understanding of all the signi�cant

physical phenomena contributing to the remotely sensed signal and an invertible

mathematical model describing those phenomena. The diÆculties in applying these

methods at their present state of development are numerous (Myneni et al. 1995,

Gemmell and Varjo 1999). DiÆculties, called `caveats' in Myneni et al. (1995), are

factors besides vegetation amount that a�ect spectral re
ectance, including view and

illumination direction, atmosphere, canopy structure, background or soil, nonlinear-

ity of scattering, spatial heterogeneity, adjacency, topography and mixing e�ects.

Each factor has di�erent manifestations at di�erent scales and spatial resolutions.

Therefore, parameterizing such deterministic models becomes another prediction

problem, since these factors also vary spatially. Scatter in relationships between

vegetation amount variables and spectral variables can be caused by all of these

factors. Scatter is not due solely to error in the observations which might be caused

by instrument noise or misregistration.
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1.4.2 Empirical methods

Investigations using empirical methods are more numerous than those using theory-

based methods. The objective of an empirically developed statistical model is to

convert the value at each pixel or spatial region to the physical units of the pri-

mary variable, be it biomass (Tucker et al. 1983, Asrar et al. 1985, Box et al. 1989,

Ardo 1992, Merrill et al. 1993, Friedl et al. 1994, Shippert et al. 1995, Todd et al.

1998), leaf area index (Heilman et al. 1977, Pollock and Kanemasu 1979, Curran

and Williamson 1987, Peterson et al. 1987, Running et al. 1989, Curran et al. 1992,

Nemani et al. 1993, Friedl et al. 1994, Coops et al. 1997, Gower et al. 1999, Turner

et al. 1999), or canopy cover (Butera 1986, Larsson 1993, Ripple 1994). The statis-

tical model employed by the vast majority of these empirical studies is regression.

Despite this fact, regression is not generally covered by textbooks on remote sensing.

Curran and Hay (1986) and Curran and Williamson (1986) are among the very few

papers that deal explicitly with methodological issues of regression in remote sens-

ing. Recent reviews of the remote sensing of terrestrial surface properties, especially

vegetation quantities (Goel and Norman 1992, Myneni et al. 1995, Verstraete et al.

1996), state that empirical use of spectral ratios are critical tools without actually

stating the methodology for their use. Although the literature is rife with examples

of relationships between remotely sensed data and vegetation amount, maps con-

structed using regression are surprisingly rare, despite the fact that regression is the

statistical method of choice for developing prediction models. This curious vacuum

in the remote sensing literature should be �lled with a careful examination of the

assumptions of the regression model, its usefulness in past studies and alternatives.

Although advances continue to be made in theory-based methods, at present

a practical spatial prediction method must be based on an empirical approach.

An empirical model may have a functional form drawn from theory (Price 1992,

Leblon et al. 1993, Myneni et al. 1995) but utilize a statistical model rather than a

deterministic model of the remote sensing process to obtain values for the primary

vegetation amount variable.
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1.5 Geostatistics for spatial prediction

Applications of regression in empirical studies of remotely sensed quantities histor-

ically have been developed without regard to spatial considerations, since neither

absolute location coordinates nor relative variables (distance, direction) feature in

the models. Alternative statistical models for spatial prediction, such as kriging

(Journel and Huijbregts 1978), splines (Dubrule 1983) or Kalman �ltering (Ander-

son and Moore 1979), all involve spatial attributes in their formulation and can

therefore be considered part of that special �eld of geostatistics. Geostatistics can

be de�ned as the �eld1 that utilizes spatial information to make predictions.

As in other statistical approaches, there are descriptive functions and infer-

ential functions in geostatistics (Isaaks and Srivastava 1989). There are tools to

describe spatial structure and predict values at unsampled locations (Rossi et al.

1992). The description of spatial structure as a function of distance is constitutive

to all geostatistical prediction algorithms. Geostatistical prediction is a form of re-

gression (Cressie 1990), but to distinguish geostatistical regression from regression

without spatial variables, the latter is called aspatial regression here. Aspatial re-

gression has been the paradigm in remote sensing of vegetation amount and spatial

regression is as yet relatively untried.

Another feature of geostatistical approaches is the recognition of regionalized

nature of all environmental variables. That is, everything that can be measured

in the environment must be de�ned over a distance, area or volume. In geostatis-

tics, this distance, area or volume, including its size and shape, is called the spatial

support (Olea 1990). For example, the area of a quadrat would be the support of

destructive biomass and leaf area measurements made within that quadrat. The

support of radiance measurements made by a Landsat sensor would be the area de-

scribed by the point spread function (Forshaw et al. 1983) though precise knowledge

of this function is often missing (Fisher 1997).

1Though geostatistics is sometimes equated to the `theory of regionalized variables' (Matheron
1971), the de�nition is usually taken to be broader by its diverse practitioners. Journel (1986)
says it is a branch of statistics dealing with spatial phenomena. Cressie (1990) cites Hart (1954) as
coining the term to refer to geographical statistics emphasizing location with areal distributions.
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There are two main types of geostatistical prediction. The �rst type is called

kriging, a spatial regression method that provides optimal, in the sense of unbiased

and minimum-error, predictions at each unsampled location (Cressie 1990). The

second type is conditional simulation, used to provide multiple, `equally probable'

maps of a variable which has been sampled. The original development of conditional

simulation is attributed to Georges Matheron by Journel and Huijbregts (1978) and

Cressie (1991). It focuses on the variability in spatial �elds. Conditional simulation

is the generation of synthetic realizations of a random function that equal the ob-

servations at sample locations and possess the spatial statistics of the sample data

as measured by statistical moments up to the second order. Therefore, it is espe-

cially appropriate for some objectives of mapping, because it emphasizes the global

attributes of a spatial �eld, rather than emphasizing local unbiasedness and pre-

cision as does kriging (Journel 1996). Conditional simulation algorithms yield not

one, but several maps, each of which is equally likely to result from the algorithm.

At any location it does not yield one predicted value, but a predicted probability

distribution.2

Both kriging and conditional simulation can use ancillary data along with pri-

mary data to increase the accuracy and/or decrease uncertainty about predictions.

The multivariate form of kriging is called cokriging (Myers 1983). Conditional sim-

ulation can also incorporate multiple sets of information and is sometimes referred

to as co-conditional simulation (Carr and Myers 1985).

Disciplinary and scienti�c �eld boundaries have evidently created impediments

to the adoption of geostatistical methods by researchers in physical geography and

the natural sciences who ask similar spatial questions. Kriging was originally applied

to locating ore in gold-bearing regions in the late 1950s, though some of the statis-

tical theory was developed earlier (Cressie 1990). The seminal geostatistics texts of

the 1970s (David 1977, Journel and Huijbregts 1978, Clark 1979) were aimed primar-

2It should be noted that conditionally simulated realizations by convention are not consid-
ered `predictions' because they are not optimal. Simulations are put into a prediction context in
this thesis, in that they yield values for variables, which allows explicit comparison with optimal
predictors.
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ily at resource exploitation and the journal Mathematical Geology was the principal

outlet for the development of geostatistical models. In the early 1980s, Richard

Webster and his colleagues promoted the use of such models for soil science objec-

tives by providing a series of examples of soil sampling and mapping (McBratney

et al. 1981, McBratney and Webster 1983, Webster and Burgess 1984). The 1980s

also saw geostatistical applications in hydrology and meteorology (i.e., Hughes and

Lettenmaier 1981, Bilonick 1988). Then ecologists had their awareness of geostatis-

tics increased by Robertson (1987) and Rossi et al. (1992). Geostatistical techniques

have also gained popularity in geography since the late 1980s (Oliver et al. 1989,

Oliver 1989, Curran and Atkinson 1998). The application of geostatistics to remote

sensing problems entered the refereed literature in the late 1980s (Curran 1988, Jupp

et al. 1988, 1989, Woodcock et al. 1988a,b).

The slow di�usion of geostatistical applications beyond geological resource ex-

traction probably has many causes. One is a peculiar jargon that many found

diÆcult to penetrate (Journel 1986). Delay in the extension of geostatistics to re-

mote sensing may be explained also by an apparent dissimilarity between remote

sensing problems and reservoir characterization problems. Petroleum or mineral

reservoirs are usually sampled irregularly and sparsely, whereas in remote sensing

an entire two-dimensional �eld is sampled on a regular grid. However, the instru-

ments used to obtain information on this regular grid record electromagnetic energy

re
ected from the surface and re
ectance is usually not the primary variable. Since

more direct measurements of the primary variable may only be available on a sparse

irregular basis, the problem then becomes how to use the remotely sensed infor-

mation as ancillary data to interpolate between more direct measurements of the

primary quantity. For this problem, geostatistical methods have potential to provide

accurate spatial predictions and associated spatial descriptions of uncertainty.
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1.6 Research questions in geostatistical prediction of vege-

tation amount using remotely sensed data

To make progress towards spatial prediction of vegetation amount using remote

sensing it is reasonable to test geostatistical prediction methods, trying their use-

fulness for accurate mapping and for mapping uncertainty. In particular, this thesis

addresses �ve research questions:

1. What are the implications of choosing geostatistical models for spatial predic-

tion of vegetation amount using remotely sensed ancillary data? The impli-

cations are both theoretical and practical and will naturally be di�erent for

cokriging and conditional simulation. Since conditional simulation is as yet

rarely applied in remote sensing applications, particular consideration will be

given to the rationale, assumptions, methods and results necessary to build

a case for conditional simulation using remotely sensed data. Both cokriging

and simulation will be considered in relation to traditional aspatial regression

methods.

2. How do models from aspatial regression, cokriging and conditional simulation

relate to error and/or uncertainty about predictions made? New concepts

(Journel 1990, Goovaerts 1997) of local uncertainty and spatial uncertainty are

explored for maps of vegetation variables created using these three methods.

3. How closely do remote sensing data and vegetation amount have to be related

before aspatial regression becomes a more accurate method than cokriging?

Rarely have cokriging and aspatial regression been considered side-by-side (an

exception is Lesch et al. 1995). Practitioners wishing to make a choice of

method should be aware of these alternatives and some heuristic recommen-

dations.

4. How do spectral re
ectances and vegetation indices from multispectral optical

sensors relate statistically to quantitative regional measurements of vegetation
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amount from forest plots? Past studies on this question have been preponder-

antly limited to a small number of collocated ground plots and image pixels.

This thesis contains the novel aspect of order-of-magnitude larger sample sizes

than have been commonly available.

5. What is the e�ect of spatial support on these relationships? The examination

of sample support is only beginning to be addressed as a fundamental aspect

of the prediction problem in remote sensing (Atkinson 1997b). Here, sam-

ple support is addressed using two sensors with di�erent spatial resolutions,

Landsat TM and NOAA AVHRR.

Chapter 2 reviews the literature on the relationships observed between spectral

variables from the optical region and vegetation amount variables. The use of geo-

statistics for remote sensing problems is also reviewed. In chapter 3, the theory of

statistical predictors is described with particular reference to a comparison of aspa-

tial regression and geostatistical methods. This theory is then applied to vegetation

amount prediction using ground and image data from a synthetic data set (chapter

4) and a real data set (chapter 5). Maps are produced using these three methods

for each data set and their accuracies are compared. Chapter 6 provides a summary

of the results of this work and recommendations for further research.
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2 Vegetation amount prediction using optical remote sens-

ing

The remote sensing literature is replete with reports in which spectral measures

from selected image pixels are compared with ground measurements, from coinciding

locations, of a vegetation amount variable, such as biomass, leaf area index or stand

volume. Many of these studies can be considered exploratory in nature and look

for statistical associations between two or more variables of interest. Others go a

step beyond the exploratory and propose regression models relating vegetation and

spectral variables. Finally, a few apply regression models to produce a predicted

spatial �eld, or map, describing a vegetation variable. As this chapter will show,

for terrestrial applications of remotely sensed data, regression has been a prominent

model in the quest for a means of deriving maps of vegetation amount.

In the way that regression has been used for these purposes, it is not explicitly

spatial in that it does not include variables of location, distance or area. Alterna-

tive geostatistical models, that by de�nition do incorporate spatial attributes, are

beginning to be recognized as applicable to remote sensing problems. This chapter

reviews the literature on aspatial and geostatistical methods and examines it with

respect to how closely vegetation variables and spectral measurements relate, the

regression models that have been constructed from the relationships and how spatial

information is introduced using alternative geostatistical models.

2.1 Aspatial regression with vegetation and spectral vari-

ables

The literature on prediction of vegetation amount using remote sensing is over thirty

years old. Early work (Thomas et al. 1967, Thomas and Gerbermann 1977) utilized

aerial photographs that were digitized using densitometers, thereby making it pos-

sible to quantitatively analyze the spectral response of sizable areas of vegetation

canopies. The work accelerated soon after the launch of the �rst Landsat satellites
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in 1972 made spectral image data available over large regions of the Earth's surface.

Studies shared a general methodology �rst published by Thomas et al. (1967). Their

methodology used digitized aerial photographs of a cotton crop. The resulting opti-

cal density values were transformed to transmittance and related to the percentage

cover (in %) and yield (in kg ha�1) of the cotton. Subsequent studies followed this

methodology including: the selection of a small number of vegetation and spectral

variables, the collection of a number of measurements of these variables made on the

ground and from an image, and the comparison of statistical relationships between

ground and image variables with null hypotheses. The strongest relationships (as

quanti�ed by the Pearson correlation coeÆcient, r, or the regression coeÆcient of

determination, R2) were emphasized as the main results. The relationships resulting

from this research methodology were usually expressed as regression models. Well-

known physical mechanisms, such as absorption of red light by chlorophyll in green

vegetation and radiation scattering by leaves in near infrared wavelengths (Gates

et al. 1965, Knipling 1970) were usually mentioned as assumptions for the selec-

tion of speci�c wavebands. Data values that did not �t the models were sometimes

explained as erroneous or as in
uenced by other mechanisms. In some cases, the

available data were reduced to a single model that was then applied to image data to

generate a map of vegetation amount. Alternative forms of models for the same data

were not usually considered, unless it was to consider multivariate models in com-

parison to univariate models. Regression diagnostics such as those recommended

by Chatterjee and Hadi (1988) were rarely presented. The temporal and spatial

limits of the regression model were not usually addressed, except by inference that

the available data �t within those limits. Models were evaluated by standard errors

of the regression and occasionally by checking the accuracy of predicted values for

locations that have been measured separately. This general approach also has been

extensively used for quantities besides vegetation amount, such as water tempera-

ture (Lathrop and Lillesand 1987), water sediment load (Curran 1988), plant canopy

foliar biochemical content (Wessman et al. 1989, Treitz and Howarth 1999), mineral

quantities in surface deposits (White et al. 1997b) and for vegetation studies using
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remotely sensed data outside the optical range (Dobson et al. 1992, Franklin et al.

1994).

To understand the characteristics of this general methodology, it is useful to

look more closely at past studies. Table 2.1 is a summary of 51 peer-reviewed pa-

pers1 describing studies that used this approach for comparing vegetation amount

variables measured using ground-based methods with spectral image data measured

from airborne or satellite platforms. While the table does not contain an exhaustive

list, it is representative of the work reported in remote sensing and other journals

from the late 1960s when the methodology emerged until the present. The table

entries include the citation, where the study took place, when the data were col-

lected, the type of plant canopy measured and the type of imaging sensor providing

the remotely sensed measurements. Next are listed the response variable(s) and

explanatory variable(s), the spatial support (area) of sample measurements rep-

resenting these variables, the number of observations in the sample, whether the

strongest univariate relationship was found to have positive or negative slope and

the value of the largest correlation coeÆcient reported. In addition, if the signif-

icance of the relationship was tested, a regression model proposed and/or a map

of predicted values was generated, a check mark (
p
) appears in the corresponding

column. In the `error' column, values of the regression standard error, in the units

of the response variable, are listed if they were reported. In other cases, it is noted

that con�dence limits or a summary of the predicted values versus observed values

were presented. If a table entry is blank, this indicates that information in the cited

article was missing or insuÆcient. All of this information allows a consistent com-

parison of the studies, their �ndings and limitations. What follows is a discussion of

the purposes, variables, image preprocessing, sampling design and regression models

used in these studies. In most cases, more than one model was discussed. For space

reasons, only the model with the highest r or R2 is listed.

1Papers appearing in conference proceedings have been omitted from the table.
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Table 2.1: Fifty-one published studies relating ground measurements of vegetation amount variables to spectral variables from remotely

sensed images. Acronyms and symbols can be found starting on page xvii.

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Thomas et
al. 1967

Weslaco,
Texas

6/65 Cotton Camera Yield (%
of maxi-
mum) 0-
100

Green-red
trans-
mittance

+ r=.87 Ö Ö 2.74

Thomas
& Gerber-
man 1977

Weslaco,
Texas

1967 Cabbage K-17
camera

Cover (%)
61-75,
Trans-
mittance
(%) 7-12

15.2 ´
3.9 m

Optical
density
.88-1.12,
Yield (% of
maxi-
mum) 35-
61

15.2 ´ 
3.9 m

15 -
+

r=-.90,
r=.91

Ö Ö Pred
vs
obs.

Pollack &
Kanemasu
1979

3 counties in
Kansas

5-
7/73

Winter
wheat

MSS LAI 0-2 .5 m2 DN,
DN ratios

80 ´
80 m

115 R2= .68
(multi-
variate)

Ö

Wiegand
et al.
1979

3 counties in
Kansas

1974
-
1976

Wheat MSS LAI 0-4 Average
of 3
~1m2

sub-
samples

TCg, PVI,
TVI (from
DN)

Avg
from 40
ha area

25,

40

+ r=.953 (v.
PVI)
r=.866
(v PVI)

Ö Ö  .08

.51

Tucker et
al. 1983

Ferlo region,
Senegal

8/81 Grass/
forb

Radio-
meter,
AVHRR

iNDVI
0-.75

1m2,
1.1 ´
1.1km

Total
biomass
(kg ha-1)
0-8000

1m2 150,
18

+ R2= .75, Ö Ö

Aase et al.
1984

Sidney,
Montana

5/81 Spring
wheat

Airborne
MSS

Grain
yield (T
ha-1) 0-.9

Average
of  6
1m2

sub-
samples

SR 400 ´
263 m

9 + R2= .89 Ö Ö

Musick
1984

Jornada
range, New
Mexico

9/80,
7/81

Shrub/
grass

MSS NIR DN 80 ´
80 m

Total
cover  (%)
0-35

Various 22 - r=-.84 Ö Ö Conf.
limits
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Wardley
& Curran
1984

Derbyshire,
UK

9/82 Grasses Milton
radio-
meter,
aMSS

PVI (from
r) .2-.45 

GLAI .5-3 9 + r=.72 Ö Ö Pred
vs
obs.

Ö

Jensen &
Hodgson
1985

Aiken,
South
Carolina

8/82 Loblolly
pine

Airborne
scanner

Total
biomass
(kg)  0-4

Indivi-
dual
trees

31 trans-
formations
of DN

1.4 ´
1.4 m

64 + r=.76 (v
SR)

Ö Ö Ö

Butera
1986

San Juan
National
Forest,
Colorado

9/81 Pine/
aspen

TMS Canopy
closure
(%) 0-100

10 ha MIR DN ~10 ha 32 r=.8 Ö Ö Pred
vs
obs.

Ö

Everitt et
al. 1986

Mercedes,
Texas

4,
5/85

Grass Sony
video
camera

Phytomas
s (kg ha-1)
900-6500

4 .25
m2

subsam-
ples/
plot

DN, SR
(from DN)

.9 ft2 19 + R2= .71
(v SR)

Ö Ö

Franklin
1986

Mendocino,
California

5/84 Conifer TMS Foliar
biomass,
basal area
(m2 ha-1)
1-195

100,
250 or
314 m2

DN,
principal
compo-
nent, SR

105 ´
105m,
pooled

74,
19

- R2=.29
(R v log
biomass)
R2=.67
(R v
pooled
log(bio-
mass))

Ö

Peterson
et al.
1986

Sequoia
National
Park,
California

9/83 Mixed
conifer/
broad-
leaved

ATM Canopy
closure
(%) , 8-
100, BA
(m2 ha-1)
0-800

.1 ha DN, TC,
SR from
DN

~24 ´
24m

123 - r=-.69
(MIR v
closure)

Ö

Curran &
William-
son 1987

Derbyshire,
UK

6/84 Grasses Milton
radio-
meter,
aMSS

NDVI
from r

5 ´
5 m

GLAI  0-5 400 cm2 24 ,
10

+ r=.83,
r=.72

Ö Pred
vs
obs.

Ö
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Danson
1987

Notting-
hamshire,
UK

6/86 Cor-
sican
pine

SPOT-
HRV

Height
(m) 7-24,
age (yrs),
density,
DBH,
cover (%)
63-87, etc.

Various
(10´
10m,
other
subsam-
ples)

G, R NIR
DN

20 ´ 20
m

28 - r=-.83
(height v
R)

Ö

Gross et
al. 1987

Lewes,
Delaware

6/85 Spar-
tina
alter-
niflora

NASA
Mark II
radiome-
ter, TM

Live
biomass
(g m-2) 0-
500

.25m2 NDVI from
r

.25m2 53 + r=.84 Ö Ö Ö

Ormsby et
al. 1987

Washington,
D.C

7/81 Wood-
lands,
crop,
urban

MSS,
simu-
lated
AVHRR

Fractional
vegetation
cover (%)
0-100

10 ´
10 km

NDVI, SR
from L

10km ´ 
10km

82 + r=.95 (v
SR)

Ö Ö 7.22

Peterson
et al.
1987

Oregon 8/83 Conifer ATM SR from L LAI
.6-16.1

4 30 ´
30m
sub-
samples

18 + R2=.91 Ö Non-
linear

.77

Vujakovic
1987

Okavango,
Botswana

5/83 Savanna MSS r 154 ´
134 m

Woody
cover (%)
0-100

200 ´
200m

49 - r=-94 (v
NIR)

Ö Ö 7.12 Ö

Box et al.
1989

Earth land
surface

1964
-
1984

Vege-
tation

AVHRR iNDVI 225
km2-900
km2

NPP (g dry
matter  m-2

yr-1) 0-
4000

Various 95 + r=.713 Non-
linear

Ö

Clevers
1989

Wage-
ningen, The
Netherlands

1982 Barley Camera LAI 0-8 .13 m2 R, NIR,
PVI,NDVI,
WDVI
from r

~50 + Non-
linear

CV of
resi-
duals

Cook et
al. 1989

Illinois,
North
Carolina,
New York

84,
85

Broad-
leaved
forest

TM Produc-
tivity kg
ha-1 yr-1

400-4500

.1 ha DN, ratios
(from DN)

8100m2 32,
111,
44

- R2= .39,
R2= .27,
R2= .42

Ö Conf.
limits

Ö
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Nemani &
Running
1989

Western
Montana

7/84,
9/85

Conifer
forest

TM,
AVHRR

TM NDVI
.35-.55,
AVHRR
NDVI .30-
.65

9 TM
pixel
avg,
1.1 ´ 
1.1 km

LAI
(projected)
1.2-4.5

17,
53

+ R2= .58
R2= .88

Non-
linear

.04,

.03

De Wulf
et al.
1990

NE Belgium 2,
6/87

Pine SPOT-
HRV

L in VIS
and NIR

Various Density,
age, DBH,
height, vol

Various Var-
ious

Class
%
correct

Herwitz et
al. 1990

Central
Massachus-
setts

9/82,
9/87

Pine TM NDVI
from L

8100 m2 LAI
(projected)
4-7

300 m2

or 6750
m2

15 + r=.31 Ö

Ahern et
al. 1991

NW New
Brunswick,
Canada

7/85 Spruce
/fir forest

TM Net annual
volume
change
(m3 ha-1

yr-1)
-9 Ð 6

Avgd
from
.01-.04
ha
subplots

r and
ratios

1200 ´ 
1200m

72,
8

- R2= .88
R2= .91
(multi-
variate)

Ö Ö 1.36
1.26

Diallo et
al. 1991

Senegal 1987
-
1988

Grass-
land,
savanna

AVHRR Biomass
produc-
tion (kg
ha-1)
300-6000

1000 m2 iNDVI
(from DN)

17 + R2= .82 Ö Ö

Ripple et
al. 1991

Corvallis,
Oregon

7/88 Conifer TM,
SPOT-
HRV

Volume
(m3 ha-1)
28-840

TM NIR
DN, HRV
NIR DN

Various
(2-74
ha)

46 - r=-.83
r=-.89

Ö Ö

Ardo 1992 Oscar-
shamn,
Sweden

10/
88

Pine TM Stand
volume
(m3 ha-1)
 0-300

Various B, G, R,
NIR,
MIR5,
MIR7 L

Various 198 - r=-.74,
-.78, -.71,
.-48, -.79,
and -.74

Ö Non-
linear

46.5

Curran et
al. 1992

Gainesville,
Florida

2/88,
8/88,
3/89

Slash
pine

TM LAI   2.5-
8

50 ´
50 m

NDVI 30 ´
30 m

16 + R2= .86,
R2= .82,
R2= .83

Ö .33
.82
.52
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Oza et al.
1992

Karnataka,
India

3/85,
3/88

Teak MSS Canopy
diameter
(m) 1.9-4

30 ´
30 m

L, NDVI,
other ratios

240 ´
240 m
or 400 ´
400 m

23 + r=.73 Ö Ö .4

Chong et
al. 1993

African
continent

1986
-
1989

Vege-
tation

AVHRR NPP (tons
dry matter
ha-1 yr-1)
0-32

Various INDVI 48 ´
48 km

78 + r=.84 Non-
linear

Ö

Duncan et
al. 1993

Jornada,
New Mexico

3, 6,
and
9/89

Shrub SPOT-
HRV

TCg,
TCb,
ratios from
r

100
´ 100
m or
60 ´
 60 m

Canopy
cover (%)
17-45

100 ´ 
100m

70 + R2= .41
(v NDVI)

Ö Ö .5

Larsson
1993

Kassala
Province,
The Sudan

2/90 Acacia MSS,
TM,
SPOT-
HRV

Canopy
cover (%)
0-55

50 ´
50 m

NDVI
(from r)

6400m2

900m2

400m2

15-
19

+ r=.70
r=.55
r=.72

Ö Ö 12-15

Merrill et
al. 1993

Yellow-
stone,
Wyoming

8/87 Grass
and
shrub

MSS Green
phytomass
(kg ha-1)
480-3100

50
.18m2

subplots

DN and
ratios

2.7 ha 25 R2= .63
(multi-
variate)

Ö Ö 350

Nemani et
al. 1993

Seeley Swan
Valley,
Montana

1985 Conifer
forest

TM NDVI,
NDVIc
from  L

90 ´
90 m

LAI
(projected)
1-6

Various 29 + R2= .64 Non-
linear

Ö

Friedl et
al. 1994

Konza
Prairie,
Kansas

6-
8/87

Grass TM LAI .3-
2.3, bio-
mass (g
m-2) 200-
700

1 m2

quad-
rats,
agg. to
stations

TCb,
SAVI

30 ´
30 m

27 + Adj R2=
.6 (v LAI)
R2= .49
(v
biomass)

Ö Conf.
limits

Ripple
1994

Oregon 7/88 Conifer
forest

MSS,
AVHRR

DN,
NDVI

1 ´
1 km

Closed
conifer
canopy
cover (%)
0-80

1 ´
1 km

89 - R2= .46
(multi-
variate)

Ö Ö  .02 Ö
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Spanner et
al. 1994

Oregon 7/90,
8/90
10/90

Conifer
forest

TMS,
AVIRIS
CASI

SR from r Various LAI
(projected)
.5-10.5

Various 26,
11,
8

+ R2=.97,
R2=.82,
R2=.92,

Ö .47,
2.47,
2.15

Baulies &
Pons 1995

Catalonia,
Spain

5/91 Pine
forest

CASI Biomass
(MT ha-1)
5.5-44,
LAI .1-1.7

20 m
diameter

DN 15 ´
15 m

29 r=.85 (v
log(bio-
mass)),
r=.77 (v
log(LAI))

Ö Non-
linear

Pred
vs
obs.

Ö

Gong et
al. 1995

Oregon 5/91 Conifer
forest

CASI LAI 1-11 Various r, log(r),
NDVI,
other ratios

Various 30 R2= .96
(multi-
variate)

Ö RMSE Ö

Shippert
et al.
1995

Kuparuk
River
watershed,
Alaska

7/89,
8/93

Tundra ASD
spectro-
meter,
SPOT-
HRV

Biomass
(g m-2)
200-900,
LAI (0-2)

Various NDVI from
L

Various 4 + R2= .96,
R2= .97

Ö Ö

Chen &
Cihlar
1996

Candle
Lake,
Saskat-
chewan;
Thompson,
Manitoba,
Canada

94 Black
spruce/
Jack pine

TM NDVI, SR 7-9
pixel
avg

LAI,
Effective
LAI

Various 22 + R2= .66

Jakubaus-
kas 1996

Yellow-
stone,
Wyoming

7/91 Lodge-
pole pine

TM L 28.5 ´
28.5 m

LAI 0-15,
biomass
(MT ha-1),
0-17,
others

20  ´ 
25 m

69 - r=-.6 (R v
LAI)
r=-.53 (R
v
biomass)

Ö Non-
linear

Coops et
al. 1997

New South
Wales,
Australia

13
dates
77-
89

Eucalyp-
tus

MSS LAI .8-
4.95

18 ´
18 m

SR,
NDVI from
L

80 ´ 80
m or
240 ´
240 m

13 + r=.84 (v
NDVI)

Ö .57
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Table 2.1: (continued)

Reference Location Date Type of
plant
canopy

Sensor Response
variable(s)
y

Support
of y

Expla-
natory
variable(s)
x

Support
of x

# of
obs.

Dir. Max r or
R2

Sig. Model Error Map

Fassnacht
et al.
1997

Northern
Wisconsin

8/93 Forest TM LAI (pro-
jected)
1.4-8.4

25 ´
25 m

NDVI, SR,
TC from L

90 ´
90m

24 + r=.74 (v
conifer
TCg)

Ö Non-
linear

RMSE

Franklin
et al.
1997

New
Brunswick,
Canada

8/92 Forest TM LAI 4-7 20 ´
20m

NDVI 30 ´
30m

17 R2= .15 Ö

White et
al. 1997

Glacier
National
Park,
Montana

8/94 Forest/
grass

TM LAI 3-14 Ratio
trans-
formations
with r

90 ´
90m

109 + R2= .90
(v NDVI)

Non-
linear

Rasmus-
sen 1998

Peanut
Basin,
Senegal

1990
-91

Crop AVHRR Millet
yield (kg
ha-1) 0-
1450

Plots
agg. to
4 km2

area

iNDVI
from r

11,
15

+ r=.78 (in
1990),
r=.83 (in
1991)

Ö Ö 254
186

Ö

Todd et
al. 1998

North-central
Colorado

7/91 Grass TM Standing
crop
(g m-2)
70-160

90 ´
90 m

R DN 90 ´
90 m

12 - R2=.35 Ö Ö 1606

Phinn et
al. 1999

San Diego,
California

6/95,
7/96

Salt
marsh

ADAR Canopy
cover (%)
0-100

.75 ´ 

.75 m
DN, NDVI .75 ´ 

.75 m
72 + R2= .72

(v NDVI)
Ö RMSE Ö
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2.1.1 Purposes of vegetation-spectral relationship studies

Though the general procedures had much in common among the 51 studies in the ta-

ble, their purposes di�ered. Six had the purpose of only testing association between

vegetation amount and spectral variables. The null hypothesis, while not explicitly

stated in these papers, was that the association does not di�er from what would oc-

cur with randomly generated data. All four rejected this null hypothesis. Of these,

the smallest maximum correlation was found by Herwitz et al. (1990), who reported

an r of .31 between NDVI and leaf area index (LAI) from pine plantations. The

largest maximum correlation was found by Danson (1987), who reported an inverse

correlation (r=-.83) between average stand height in a Corsican pine plantation and

DNs in the red waveband of SPOT-HRV data.

The rest of the studies went beyond reporting of the linear correlation coeÆ-

cient to develop regression models. The relevance of the regression equation(s) was

often left unstated, but it can be inferred that the immediate or eventual goal was

prediction of the vegetation amount variable. Twenty-seven of the studies stopped

short of applying the regression equation(s) for this purpose, while the other 18

produced maps with them. The maps were presented in choropleth form, with a

color or grey level to represent each interval class.

Reliance on the regression equation for producing a map varied; for example

Wardley and Curran (1984) developed a regression equation from ground-based

measurements and �eld radiometer data but cited radiometric problems in using this

model with airborne multispectral scanner imagery to predict green leaf area index

(GLAI). Instead, they classi�ed the image using density slicing to spatially predict

GLAI and evaluated the accuracy of the result based on the ground measurement

information. Most others producing maps utilized the regression model by applying

it to each pixel of the image(s) of the explanatory spectral variable(s).
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2.1.2 Variables used

Many di�erent spectral variables were used in these studies. Some used digital num-

bers (DNs), others transformed DNs to the physical units of radiance (L in units

of power/solid angle/waveband/area) and some calculated a re
ectance variable (�

in units of %). Many studies used spectral ratios based on DNs, L or � in di�erent

wavebands. The most common ratio was the Normalized Di�erence Vegetation In-

dex (NDVI, Rouse et al. (1975)); others were the Simple Ratio (SR, Tucker (1977)),

Soil Adjusted Vegetation Index (SAVI, Huete (1988)), Perpendicular Vegetation In-

dex (PVI, Richardson and Wiegand (1977)) and the Transformed Vegetation Index

(TVI, Rouse et al. (1975)). `Tasseled Cap' (TC) components (Crist and Kauth

1986), such as component 2 (greenness) and 6, have also been used. Verstraete

and Pinty (1996) showed analytically that a single spectral transform can never be

optimal for all purposes. Guyot and Gu (1994) showed that image preprocessing,

including correction for a sensor's modulation transfer function (MTF), transforma-

tion to re
ectance and correction for atmospheric path radiance, has a large e�ect

on the magnitude of spectral ratios. Teillet et al. (1997) rigorously de�ne the mul-

tiple combinations of spectral variables that can be used to calculate ratios and

further emphasize that even when data are absolutely calibrated to physical units,

inter-sensor comparison is imperfect because each sensor has di�erent waveband

ranges. Therefore, both the variety of sensors and the lack of consistent methods for

obtaining ratios from them makes it impossible to compare ratios in absolute units.

A variety of vegetation amount variables have been studied as well, including

percentage vegetation cover, mean canopy diameter, leaf area index, biomass and

timber volume. In theory, any of these variables can be compared in absolute units,

though myriad ground measurement techniques create discrepancies that reduce

the potential for comparison. For example, leaf area index can be expressed as total

LAI, including all sides of the leaves, projected LAI, the surface area intersected

by downward radiation only or even e�ective LAI, the product of one half the total

LAI with a factor describing the nonrandomness of the foliage (Chen and Cihlar
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1995). For some leaf geometries, projected LAI is slightly di�erent to single-sided

LAI (Chen and Black 1992). Authors do not always state explicitly which form of

LAI was used in a particular study.

While LAI, biomass, vegetation fraction etc. all relate to the `state' of a vegeta-

tion canopy, some have argued that spectral variables are more functionally related

to `rate' variables, such as Absorbed Photosynthetically Active Radiation or APAR

(Sellers et al. 1986, Myneni and Williams 1994). APAR is the amount of radiation

in the blue through red spectral region (commonly de�ned (Nobel 1983) as 400-700

nm) absorbed by a vegetation canopy per unit time. APAR can be normalized by

irradiance to express the fraction of radiation absorbed by the canopy (fAPAR).

Radiative transfer theory can be interpreted to show that, because re
ectance in

the near infrared (�NIR) is proportional to e
�2hNIRLAI=f , where f is the vegetation

cover fraction, and fAPAR is proportional to e�kLAI=f and k is approximately equal

to 2h, then �NIR is linearly related to fAPAR (Sellers 1987). This relationship may

be complicated by di�erent de�nitions of fAPAR based on the time period over

which it is integrated (Goward and Huemmrich 1992). Empirical studies have also

been accomplished with measurements of APAR versus remotely sensed image data

(Demetriades-Shah et al. 1992, Li et al. 1997, Gower et al. 1999). They share a

similar approach to those that use state variables, but are not included in table 2.1.

Early in the Landsat era, agricultural canopies were of paramount interest to

those studying vegetation amount/re
ectance relationships. By the late 1980s forest

canopies had become the predominant subject of study, a trend that continues to the

present. In theory, the larger biomass and leaf area index values of forests can put

these values in the region of saturation in the near infrared and red regions, making

forests a more diÆcult target for vegetation amount prediction. Interestingly though,

correlations with forest canopy data do not seem to be any weaker than those from

canopies with low values of vegetation amount (table 2.1).
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2.1.3 Image preprocessing steps

A variety of geometric and radiometric preprocessing algorithms were used on the

spectral data in these studies. Geometric preprocessing was a requirement for collo-

cating ground and image pixels. Distortion caused by topography and the absence

of high-contrast, recognizable features in natural or semi-natural areas often made

it challenging to select ground control points. Most of the studies occurred before

Global Positioning System (GPS) technology (Lance 1993) increased the accuracy

possible for locating plots. Lack of correspondence between plot locations and image

pixel locations in the correlation and regression studies is a source of error in the

spectral variables, but it is not possible to evaluate its magnitude in past studies

because not enough information is available. Descriptions of the geometric prepro-

cessing steps were often brief or non-existent in these reports. Some investigators

cited the lack of geometric control as a reason to average several pixels centered on

the location estimated to correspond to the ground measurements.

Resampling algorithms di�ered among the studies, with some reporting using

nearest neighbor resampling, some reporting using cubic convolution while the ma-

jority did not report a choice of algorithm. Any resampling algorithm adds error

to the image data; nearest neighbor preserves the radiometric values but puts them

in the wrong location (Lillesand and Kiefer 1994) whereas cubic convolution can

add new radiometric values to the population of spectral data (Schowengerdt 1997).

Some studies did not resample the image data at all, but simply transformed the

geographical coordinates of the plots into image coordinates, a way to avoid this

resampling error.

Radiometric preprocessing was also diverse in the cited studies. Satellite-borne

sensors measure radiance at the top of the atmosphere and airborne sensors measure

radiance at aircraft altitude. But quantitative remote sensing of vegetation depends

on measurements of radiance or re
ectance at the top of the canopy. Therefore,

image data from satellite or airborne sensors should be transformed to minimize the

path radiance added by the atmosphere. In the papers summarized here, correction
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for atmospheric path radiance was spotty, though it was a concern even in early

studies (Pollock and Kanemasu 1979). The most frequently used was a dark-object

subtraction technique developed by Chavez (1988). The use of ratios of red and

near infrared values by some authors was cited as a way to reduce the in
uence

of atmospheric path radiance. Peterson et al. (1987) speci�cally showed that the

sensitivity of the SR to LAI increased when path radiance was subtracted from

the signals. Because the contribution of path radiance to the signal varies with

location and date, it is not possible to determine retrospectively how its removal or

lack thereof might have a�ected regression results in other studies. Path radiance

has a larger contribution in the red than the near infrared (Schowengerdt 1997), so

those models relying on red wavebands without path radiance reduction may be at

a disadvantage.

2.1.4 Sampling considerations

Considerations of sample size, extent, arrangement and spatial support are crucial

to spatial prediction. Only some of these aspects were consistently reported on in

the literature summarized here. The smallest sample sizes were used by Aase et al.

(1984) with an n of 9 and Shippert et al. (1995) who used pooled data to arrive

at an n of 4. The largest size was 198 (Ardo 1992). Most sample sizes fell in the

range of 20 to 100. Investigators strive for large sample sizes to achieve statistical

power but are usually limited by the logistical constraints in collecting ground-based

measurements. The study with the largest ground-based sample size did not result

in greater signi�cance than did any of the smaller studies, despite the increased

power.

Extents of the studies also varied, from localities representing less than a few

hectares (Thomas and Gerbermann 1977) to global extents (Box et al. 1989). In

some cases, the extent of the study region required images to be collected during

di�erent over
ights or overpasses of the aircraft or satellite, making scene normal-

ization particularly important.
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If the regression equation is to be applied to every pixel in the image to create

a map of vegetation amount, the ground sample should be representative of the

population of vegetation amount values that will be encountered in the region to be

mapped (Steven 1987). A few studies cited this consideration for the collection of

ground data. Another aspect of representativeness is that the remotely sensed data

should be obtained so as to represent the conditions on the ground { they should

therefore be obtained as closely in time to the ground data. The simultaneous

collection of ground and image data is the ideal, rarely obtained because of cloud

cover, sensor problems, the length of time required to collect ground observation and

numerous other logistical reasons. The `date' column in table 2.1 is only approximate

and does not re
ect the discrepancies that actually occurred in many of these studies.

Though several papers have described spatial sampling for accuracy assessment

of image classi�cation results (Hay 1979, Labovitz et al. 1982, Congalton 1988a,

Stehman 1992, Stehman and Czaplewski 1998, Stehman 1999), the design of ground

measurements of vegetation amount is relatively neglected. Few of the reports in the

table discussed the spatial arrangement of measurement plots (an exception is Friedl

et al. 1994). The well-established principles of designing a ground-based spatial

sample to achieve representativeness (Maling 1989, deGruijter and terBraak 1990)

are not mentioned by most of these reports. In general, the stated consideration

for sampling was to locate homogeneous plots or their surroundings while assuring

their accessibility.

One of the inherent diÆculties in designing correlation and regression studies of

ground and airborne or satellite sensor measurements is obtaining equivalent spatial

supports. The cited studies represented a large variety of supports for both types

of variables. In most cases, there is a support mismatch between the response and

explanatory variables. The mismatch has been increasingly understood as a problem

(Atkinson 1997b), for both physical and statistical reasons. The physical reason is

that covariance of two or more variables can only lead to insight into functional

relationships when the variables describe entities that occupy the same physical

area. For example, if biomass measurements made on a 1 m2 quadrat are compared
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to re
ectance measured from a 900 m2 area, their association will only be meaningful

if the 1 m2 biomass value happens to be nearly equal to the biomass value from the

larger 900 m2 area. This is why investigators have tried to choose ground plots that

are spatially `homogeneous'. Curran and Williamson (1986) state the requirement

for compatible spatial support and further emphasize that that multiple ground

measurements (subsamples) must be acquired for every image pixel, particularly

when such pixels are large. They point out that subsamples of adequate number are

rarely acquired and in some cases are logistically unfeasible.

The statistical reason for the requirement of matching supports is the fact that

the statistical characteristics of a spatial variable change as the support changes

(Matheron 1985). In general, as support gets larger, the variance and range decrease,

the minimum increases, the maximum decreases and the shape of the distribution

becomes more symmetrical. These changes in the univariate characteristics have

been called the support e�ect (Olea 1990) in the geostatistical literature. It follows

that if the supports of two or more variables are changing independently, their

covariance and correlation statistics also change. This e�ect in multivariate data

has been identi�ed in the geography literature as the modi�able areal unit problem,

or MAUP (Openshaw 1984). The MAUP is not a recent discovery (Gehlke and Biehl

1934), but has only become an active area of research since the 1980s (Fotheringham

and Wong 1991). It states that changing the shape and/or size of the units on which

data are mapped can change the resulting correlations or statistical models generated

from the data. Openshaw (1984) distinguished the `zoning' (changing shape) from

the `aggregation' (increasing size) components of the problem. The MAUP could be

called a corollary of the support e�ect. Given that the supports of the ground data

and remotely sensed data are not the same in most of the 51 studies, the MAUP

alone makes the extension of these studies beyond a single data set problematic.

In cases where image registration error was perceived to be potentially large,

averages of 3�3 or larger `pixel windows' were used (i.e. Nemani and Running 1989,

Ahern et al. 1991). This averaging e�ectively increases the support of the sensor

measurement while leaving the ground measurement unchanged, increasing the sup-
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port mismatch. An inherent mismatch also existed in studies that attempted to

develop a calibration at the support of ground measurements using �eld radiometer

measurements and apply the calibration equation to image data (i.e. Tucker et al.

1983, Wardley and Curran 1984, Curran and Williamson 1987, Gross et al. 1987,

Shippert et al. 1995). The MAUP also makes this an untenable approach without

a correction for the larger support of image data recorded by satellite or aircraft

sensors.

2.1.5 Methods of �tting regression models to the data

The designation of response (also called `dependent' or `regressand') and explana-

tory2 (also called `independent' or `regressor') variables is another choice in the

regression methodology that relates to the purpose of the model and knowledge of

relative errors in each. Of the 45 studies reporting regression models, 14 use the veg-

etation amount variable(s) as explanatory and the spectral variable(s) as response,

30 use the the converse and one looks at both combinations.

Though papers prior to 1986 do not describe the methods used to develop

the regression model, it can reasonably be assumed that an ordinary least squares

(OLS) �t of the response variable on the explanatory variable was done in each

case. After the publication of Curran and Hay (1986), which pointed out that

OLS methods are not appropriate in cases where both response and explanatory

variables are measured with signi�cant error, several studies chose non-OLS methods

for developing equations (Gross et al. 1987, Dewulf et al. 1990, Ardo 1992, Larsson

1993).

The use of the vegetation amount quantity as the response variable is contrary

to the physical explanation that re
ectance depends on the characteristics of veg-

etation (Curran and Hay 1986), but is in accordance with the statistical objective

of predicting vegetation amount from spectral re
ectance of the canopy. If spec-

2The term `explanatory' is a misnomer, since in regression one variable cannot explain another
(Johnston 1978). The term is used here in preference to `independent' (which might be confused
with spatial independence) and `regressor' (which is so similar to `regressand', it can be confusing).
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tral variables are used as explanatory variables and vegetation amount the response

variable it is an appropriate form to predict vegetation amount values. If a spectral

variable is used as the response and the objective is to predict vegetation amount

values, the regression equation must be inverted. This inverse form is commonly

used for calibration (Shukla 1972). However, as Webster et al. (1989) points out,

this calibration approach is only germane when error is small in the response, in this

case the spectral, variable. As a rule, an analysis of relative error is not carried out,

but measurement errors achieved with current technology (Gu et al. 1992, Moran

et al. 1995) appear to preclude the calibration approach.

2.1.6 Form of the models

Radiative transfer theory says that there is an asymptotic relationship between

green vegetation amount (in the form of LAI) and re
ected radiation (Price 1992).

The asymptote, or the region of `saturation', occurs at values of one-sided LAI of

approximately 3 to 4 (Gobron et al. 1997). This is true in the simplest radiative

transfer model, Beer's Law (Gates 1980, Price 1992), to models using less approxi-

mate radiative transfer equations, such as the Simple Biosphere model (Sellers et al.

1986). Yet few of the regression models developed from empirical data propose an

asymptotic function. Instead, most are �rst order polynomials, linear in the vari-

ables. Part of the reason for this may be that the ranges of vegetation amount are

low, below the region of saturation (Pollock and Kanemasu 1979). However, others

(i.e. Peterson et al. 1987, Ripple et al. 1991) used closed canopies with high values

of green biomass, but did not observe asymptotic behavior in the relationship. The

many error sources enumerated here may prevent the recognition of a saturation

zone because of scatter in the relationships.

Many of the studies compared univariate models to multivariate ones, but

rarely o�ered interpretation of the increased precision by added explanatory (but

often collinear) variables. Interestingly, no two multivariate models in table 2.1 used

the same combination of variables.
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2.1.7 Evaluating the results of aspatial regression models

Though correlation coeÆcients are the most consistently reported statistic (only two

of the 51 papers did not report values of r or R2), they cannot be easily compared

because sample sizes and variable ranges are not consistent among the studies. What

should be more comparable are the standard errors of estimate (SEE) reported from

the regression model. Values of SEE (listed in the error column in table 2.1) are

in the units of the response variable and are reported in approximately one third

of the studies. For Gaussian-distributed errors, observed mean values for a given

explanatory value would be expected to fall within the range described by the SEE

about 67% of the time. Con�dence intervals, giving a 95% or 99% range of possible

values for the mean predicted value, are based on the SEE and are a more realistic

representation of the error predicted by a given model. Only a few studies report

con�dence intervals for the estimate (Cook et al. 1989, Friedl et al. 1994) or for

newly predicted values (Musick 1984, Cook et al. 1989). The latter is constructed

from the standard error of prediction, or SEP (equation 3.1.5 in Draper and Smith

1998).

Error analysis of the results of vegetation amount prediction from remote sens-

ing, when it is done, has been con�ned to a check on predictions at a separate set

of sample locations that were withheld from the model development stage (a `val-

idation' or `test' set). In the table, `Pred. vs. obs.' is listed in the error column,

indicating that the study reported a statistic from the results from such a test set.

Three studies speci�cally reported a root mean square error on the predicted vs.

observed data, though only two of these were on test sets.

Another method for seeking useful models is to perform cross-validation, a

leave-n-out procedure in which the test set is composed of n values and the model

developed with the remaining data (Efron 1982). This is a common practice in

geostatistics (Davis 1987), with n often set to 1. It e�ectively includes spatial

considerations by repeating comparisons between training and test data at di�erent

locations. This procedure does not truly validate the model itself, but only lends
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support to its usefulness for the region being studied (Davis 1987, Solow 1990).

There is no example of cross-validation in table 2.1. Salvador and Pons (1998)

recently showed that aspatial regression models for forest vegetation may not stand

up to this kind of scrutiny.

2.1.8 Summary

Certainly, the studies represented in table 2.1 have improved the understanding of

how vegetation re
ects radiation in speci�c wavebands. They have been designed

to answer such questions as, `are vegetation amount variables and remotely sensed

variables related?' and `which variables?' Questions about what mechanisms cause

the relationships under various conditions have also been explored by these stud-

ies. But fundamental understanding would be further strengthened if studies were

developed to address the questions, `can robust prediction models be developed?'

`what are the temporal and spatial limits of the models?' and `what is the precision

of prediction and is it unbiased?' Very few of the studies to date have been devised

to answer these questions. While the studies have many aspects in common, there

is enough variety in the sensors, spatial supports, canopy types, spectral variables,

vegetation amount variables and methods as to prevent direct, quantitative com-

parison of even two regression model coeÆcients or error estimates. Another factor

that makes comparison diÆcult is the heterogeneous preprocessing methods used

with the image data. Authors often compare their studies to others, but only in

general terms. The methods they use to evaluate their results are almost as variable

as the experimental methods. Despite the optimism expressed in the early 1980s

that `remote sensing of biomass is close to becoming an operational reality', (Jensen

1983, page 128), prediction of biomass and all other vegetation amount variables is

still in a research phase.
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2.2 Geostatistical analyses of remotely sensed data

The classical assumptions of aspatial regression are the lack of measurement er-

ror and independence of the explanatory variable(s) and homoscedasticity and ab-

sence of serial autocorrelation in the residuals (Poole and O'Farrell 1971, Shaw and

Wheeler 1994). The previous section has pointed out the weaknesses in the �rst

two assumptions for remotely sensed data. Homscedasticity, the stipulation that

the variance of residuals be similar for all values of the explanatory variable can be

tested with regression diagnostics (Chatterjee and Hadi 1988), mostly absent in the

studies cited in table 2.1. The last assumption, the lack of serial autocorrelation

of residuals, is likely to be violated when the data themselves are spatially auto-

correlated unless the regression model itself accounts for all causes of the spatial

autocorrelation (Anselin and GriÆth 1988, McGwire et al. 1993).

Anselin and GriÆth (1988) show that spatial dependence in geographical data

can have a large impact in typical applications of aspatial regression. Haining (1990)

states that spatial autocorrelation that is not accounted for in a regression can cause

underestimation of the true sampling variance and overestimation of R2. Borgman

(1988) and Webster and Oliver (1990) describe the risks of using classical statistical

predictors for autocorrelated data. deGruijter and terBraak (1990) counter these

arguments and suggest that by designing spatial samples appropriately, spatial au-

tocorrelation in the experimental data can be avoided and robust prediction models

can be developed. Lesch et al. (1995) also discount the e�ect of autocorrelation

on spatial prediction, if only for explanatory and response variables that are highly

correlated. This lack of a consensus points to a need for further comparison of the

aspatial and spatial prediction models.

Geostatistics includes alternative prediction models that do not require a model

of spatial independence. The paramount characteristic of geostatistical methods is

that they exploit spatial dependence in the data instead of assuming it does not exist.

Though the recognition of spatial dependence in remotely sensed data occurred very

early (Leachtenauer 1977), it is only recently that geostatistical models have been
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employed to analyze these data (Curran and Atkinson 1998, Stein et al. 1998).

2.2.1 Recognition of spatial dependence

Spatial structure in remotely sensed images has been quanti�ed in many ways, such

as with the correlation function (Craig 1979, Labovitz et al. 1982, Schachter 1980),

spectral density (Weszka et al. 1976, Leachtenauer 1977), texture (Haralick et al.

1973, Irons and Peterson 1981), structure function (Lesieur and Katsaros 1981) and

fractal dimension (Ramstein and Ra�y 1989, Lam 1990, Vignesadler et al. 1991,

Jaggi et al. 1993, Emerson et al. 1999, Maitre and Pinciroli 1999). These measures

of spatial dependence are also related to the now classical statistics of spatial depen-

dence in geography { Geary's c and Moran's I (Cli� and Ord 1981). Legendre and

Fortin (1989) show that Geary's c is closely related to the correlogram. Moran's

I and Geary's c were designed to be used to distinguish between autocorrelation

or independence in observed spatial data. For example, Congalton (1988b) used

Moran's I to test for spatial autocorrelation in results from image classi�cation. In

contrast, spatial dependence is assumed to exist, therefore its existence is not tested

for in geostatistical models. It is described using spatial covariance statistics, es-

pecially the semivariogram. The semivariogram was �rst introduced in the remote

sensing literature by Curran (1988) and in a suite of papers by Woodcock, Jupp and

Strahler (Jupp et al. 1988, 1989, Woodcock et al. 1988a,b).

Semivariograms of image data presented by numerous authors (Ramstein and

Ra�y 1989, Cohen et al. 1990, Lacaze et al. 1994, Phinn et al. 1996, Bruniquel-Pinel

and Gastellu 1998, Abarca-Hernandez and Chica-Olmo 1999, Collins and Woodcock

1999, St-Onge 1999) have shown a variety of shapes and ranges. Methods of semi-

variogram calculation di�ered in these studies, with some calculating semivariance

versus interpixel distance from transects of pixels, others from random samples of

pixels and a few from all image data. All semivariograms were modeled as smooth

curves, using spherical, exponential, Gaussian, or unbounded (fractal) functions.

With few exceptions, spatial dependence had a range of at least many times the
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pixel width.

Of the papers in table 2.1, only a few acknowledge that spatial autocorrelation

may a�ect results of aspatial regression models (Box et al. 1989, Friedl et al. 1994).

It is not possible to evaluate, in retrospect, whether it did a�ect results for any of

the 51 studies, since information generally is not given on the spatial con�guration

of samples or analysis of regression residuals.

2.2.2 Uses of spatial dependence in geostatistical prediction

All of the spatial dependence statistics, fractal dimension, spatial covariance, cor-

relation and the semivariogram, are related yet unique expressions. It is only when

assumptions are made (forms of stationarity and ergodicity) that they are useful

for inference (see chapter 3). In the past ten years, several types of inference from

semivariograms and associated geostatistical models have been done with remotely

sensed data (Curran and Atkinson 1998). They can be categorized into noise esti-

mation, sample design, classi�cation and prediction of continuous variables.

Noise estimation { Curran and Dungan (1989) suggested that the extrapolation

of the experimental semivariogram to a lag of 0, called the nugget variance (see

chapter 3), can be interpreted as an estimate of sensor noise. They applied this

method to imaging spectrometer data from a United States National Aeronautics

and Space Administration (NASA) experimental sensor. Wald (1989) made the

same interpretation from semivariograms calculated from NOAA AVHRR data. The

method was subsequently used by Smith and Curran (1996). There remain issues

on the application of this method (Gao 1993, Atkinson 1997a), for example, how

to select appropriate regions of images to calculate the semivariogram and how to

extrapolate the function to the vertical axis.

Sampling design { The geostatistical literature contains many examples of how

knowledge of spatial dependence, obtained from pilot sampling campaigns or other

sources, can be used to minimize the redundancy of samples and help to specify
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where and how many places to collect measurements (McBratney et al. 1981, Russo

1984, Morris 1991). Webster et al. (1989) and Atkinson (1991) use this approach

for planning �eld radiometric measurements. Sample design also has to do with the

question of the appropriate scale or support at which to collect measurements. Just

as with all variance statistics, the semivariogram is a�ected by the size and shape of

these measurements, or in the case of images, the e�ective spatial resolution element.

By synthesizing digital images from simple disks of various shapes and sizes or size

distributions, Woodcock et al. (1988a) and Jupp et al. (1989) showed how these

shapes and sizes are re
ected in the semivariogram's sill, shape near the origin and

range. They also described the concept of `regularization', the e�ect on spatial

statistics (including the semivariogram) of a change in the pixel size. This e�ect

had been noted earlier by Labovitz et al. (1982). `Scale variance analysis', the e�ect

of changing spatial resolution on variance among resolution elements, was formally

developed by Moellering and Tobler (1972). It has been used with remotely sensed

images by Townshend and Justice (1990) and Justice et al. (1991) among others

to �nd the spatial resolution at which variance is maximum; this is considered

the `optimal resolution' for measurement. Similar reasoning has been made with

the variances obtained from the semivariogram (Atkinson and Curran 1995, 1997).

They are joined by Marceau et al. (1994) and Hyppanen (1996) in showing that

because the shapes and sizes of land surface features are a heterogeneous mixture,

a single optimum for all purposes is not possible.

Classi�cation { Oliver and Webster (1989) proposed increasing the spatial con-

tiguity of classes determined from image data using semivariogram parameters to

modify multivariate distances calculated during the classi�cation process. Other

ways of using the semivariogram in classi�cation included using the semivariogram

range (Ramstein and Ra�y 1989), the semivariance at selected lags (Miranda et al.

1994, van der Meer 1996, Carr 1996) and the semivariance at a single lag (Lloyd

et al. 2000, Berberoglu et al. 2000) to act as an additional variable for the classi�er.

Each reported increased classi�cation accuracy using the spatial information.
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Prediction { Models of the semivariogram are used in interpolation functions

to weight nearby sample measurements to make predictions spatially, in techniques

called kriging (with one variable), cokriging (with more than one variable) or condi-

tional simulation (Journel and Huijbregts 1978, Goovaerts 1997). Geostatistical pre-

diction models were �rst applied to remotely sensed data in the mid-1980s (Switzer

1983, Carr and Myers 1984). Despite these earlier papers focusing on prediction,

descriptive geostatistics still comprise well over half the related remote sensing lit-

erature (Curran and Atkinson 1998). Carr and Myers (1984) suggested that kriging

could be applied to spatial �ltering and for resampling during geometric registration.

They proposed that the resolution of an image could be increased using the cross

correlation between it and higher spatial resolution images of the same area. Ram-

stein and Ra�y (1989) discussed resampling applications and demonstrated them

on undersampled Landsat Thematic Mapper scenes. Atkinson et al. (1990) also

suggested that images could be stored in this undersampled state and reconstructed

using the semivariogram information. Kriging techniques have also been used to �ll

gaps in images caused by clouds or sensor characteristics (Haining et al. 1989, Rossi

et al. 1994, Inggs and Lord 1996, Addink and Stein 1999).

Cokriging is an alternative approach to kriging for predicting variables at un-

sampled locations. With cokriging, ground data can be treated as the primary

variable and the remotely sensed data can be treated as an ancillary variable to in-

crease the accuracy of prediction over what can be achieved by kriging alone. To use

this method assumes that the spatial pattern of the variable to be predicted and that

of the ancillary variable or variables are related (they co-vary). Cokriging is being

increasingly used with remote sensing data. Bhatti et al. (1991) cokriged 172 soil

measurements and a ratio of Landsat TM wavebands 4 and 5 to create maps of soil

organic matter content. Atkinson et al. (1992) and Atkinson et al. (1994) demon-

strated the combination of �eld or airborne radiometer data with ground-sampled

biomass to cokrige maps of biomass. Gohin and Langlois (1993) used ship-based

temperature measurements and thermal images from the NOAA AVHRR to create

sea-surface temperature maps. Lohani and Mason (1999) constructed a Digital El-
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evation Model using estimates of shoreline height from Airborne Thematic Mapper

imagery as ancillary data and ground-surveyed measurements of height as primary

data.

Conditional simulation, a stochastic interpolation technique whose objective

is to reproduce the univariate statistics and spatial pattern of the entire �eld of a

variable of interest, is beginning to appear in the remote sensing literature. Geo-

statistical methods of simulation have gone under several names. Early papers on

this topic refer to it as conditional simulation (Journel 1974, Journel and Huijbregts

1978), to distinguish it from other Monte Carlo methods that do not reproduce the

data at sample locations. Seo et al. (1990) and others have used the term stochas-

tic interpolation while Journel and colleagues are more recently using the terms

stochastic simulation and stochastic imaging (Journel 1993, Kyriakidis and Journel

1999). Christakos (1992), in his e�orts to put geostatistical methods of simulation

in a more general mathematical context, describes `spatial random �eld (SRF) sim-

ulation'. Simulation methods that are unconditional to data were introduced in

geography by Goodchild (1980) and have been used by Friedl et al. (1995). Con-

ditional simulation with a primary variable alone has been tested with synthetic

data by Chainey and Stuart (1998) and with forest data by Mowrer (1997). Geo-

statistical simulation that is conditional to ground measurements of a variable while

exploiting ancillary measurements from remote sensing have the potential to yield

useful uncertainty models.

2.3 Conclusion

Nearly all published studies of vegetation amount variables �nd statistically signi�-

cant relationships between the amount of radiation re
ected by the Earth's surface

and the amount of green vegetation on that surface.3 The challenge that faces those

using remote sensing as a tool is how to turn this statistical signi�cance into a

3There are exceptions to this rule (i.e. Badwhar et al. 1986), and it is diÆcult to estimate the
`�le drawer e�ect' { the number of studies that were not published because they found no statistical
signi�cance.
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robust and accurate methodology for predicting vegetation amount spatially. Ad-

vancing this research would bene�t by reproducible methods, explicit descriptions

of spatial support, diagnostic tests of regression models and increased comparison

among alternative models. The absolute calibration of spectral variables to physical

units, traceable to standards, would facilitate the comparison of data and models

resulting from them. The �eld of remote sensing is currently seeing the development

of geostatistical methods, which have advantageous attributes in their exploitation

of spatial dependence, explicit recognition of measurement support and models of

uncertainty. However, and of relevance to this thesis, their potential for replacing

aspatial regression for prediction of vegetation amount has yet to be tested.

The lack of attention to the regression methodology in the remote sensing

literature may be caused by a perception that physically based models address the

causes of re
ectance and therefore are naturally more robust. A prevailing premise is

that once radiative transfer in vegetation canopies is fully understood, these models

can be inverted to generate maps of any relevant vegetation variable. A challenge

with this approach is that the input variables vary spatially, making the inversion

problem ill-posed. The literature on physical models is at least the size of that on

correlation and regression, yet even fewer of these studies deal with spatial issues

or result in maps (Rosema et al. 1992, Kuusk 1998). None of these models include

spatial location as variables, therefore maps can be generated by treating location

as an exogenous variable, and applying the model at each location. However, spatial

support is not explicitly considered in these models, nor is the redundancy inherent

in using spatially autocorrelated data for their parameterization. The next chapter

will describe the basis for statistical models that do account for spatial support and

autocorrelation.
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3 Models and methods for prediction

This chapter describes a general statistical model, the random function model, for

spatially predicting vegetation amount variables using ground and remotely sensed

measurements. Depending on how the model is formulated, it yields several alter-

native methods for prediction. The three methods considered here are those that

can be used with sparse ground measurements of vegetation amount and exhaustive

indirect measurements from remote sensing instruments. The methods are aspatial

regression, cokriging and conditional simulation. The following discussion is drawn

from statistical, geographical and geostatistical texts in an attempt to unify typical

aspatial regression treatment in the remote sensing literature (see chapter 2), which

does not explicitly discuss a random function basis for the method, and geostatis-

tical treatment in the natural sciences (i.e. Goovaerts 1997), which generally does

not consider random functions without spatial dependence.

3.1 The random function model

A random function is composed of random variables. A random variable Y fs :

s 2 
g is a function for which one and only one value is de�ned for each s in the

set of all possible outcomes (
) and each value has a probability (Cox and Miller

1965). Therefore, a probability distribution exists over the range of these outcomes.

The distribution can be described as a cumulative distribution function (cdf), the

probability of (Y (s) � si) for all si. The cdf increases monotonically from 0 to 1 as si

increases from �1 to +1. The probability density function (pdf) is an alternative

way of characterizing this distribution; it is the �rst derivative of the cdf.

A collection of random variables can be de�ned for a single dimension, fZ(x; s) :
x 2 D; s 2 
g where D is a (one-dimensional) index set1. Such a collection is

called a random or stochastic process (Cox and Miller 1965) and this model is often

used for time series data where time de�nes the index set. A collection of random

variables with D de�ned in n dimensions is called a random function or random

1
s is usually left out for eÆcient notation
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�eld (VanMarcke 1983). When D is two or three dimensions (i.e. a plane or volume)

the random function lends itself to modeling natural phenomena existing in space.

Christakos (1992) calls these spatial random �elds (SRFs). For some purposes in

modeling the terrestrial surface, the third dimension (depth or altitude), can be

ignored, making x a two element vector, x, de�ning a location in the region being

studied.

Sets of values that arise from random functions are called realizations (Olea

1990). The simple example often given is to regard throws of a die as a one-

dimensional random process, the index set being de�ned by the number of throws

being made (Isaaks and Srivastava 1989). For one throw, the number that appears on

the die can be regarded as a realization. Generalizing this to a two dimensional ran-

dom function, a single realization could be described as a vector [z(x1); z(x2); z(xn)],

where xi describes a coordinate (xi; yi) in a two dimensional plane and the z(xi) are

values at those coordinates. Any variable distributed in space and therefore having

at least two dimensions is called a regionalized variable (Olea 1990) and so regional-

ized variables can be modeled as realizations from a random function. Herein, upper

case letters will be used to symbolize random variables or functions (i.e. Z(x)) while

lower case will denote realizations (i.e. z(x)).

3.1.1 Forms of random functions

Random functions (RFs) can be de�ned to have di�erent properties. The properties

of a particular RF form lead to certain prediction methods because of the simpli-

�cations and identities the properties allow. Two major forms of RFs consist of

independent and dependent random variables, respectively.

Independent random variables If the random variables (RVs) comprising a

random function are independent, their correlation is zero. This property makes

the spatial dimension essentially irrelevant. Further, the RVs may be considered to

be identically distributed (their cdfs are the same) and if so are sometimes called

purely random functions (VanMarcke 1983). A still more strict assumption is that

42



they all come from a particular distribution function with an analytical description,

such as the Gaussian (normal) distribution.

Dependent random variables If the random variables comprising a random

function are not independent, this means that the random variable Z(x) is related

to random variable a distance h away, Z(x + h) and is therefore spatially depen-

dent. The distance h is a vector, conformable with x and, for 2D, equal to (h1; h2)

where h1 is the distance in the x direction and h2 is the distance in the y direction.

Geostatistics is founded on random functions consisting of RVs that are spatially

dependent in speci�c ways (Matheron 1971). This quality makes geostatistics ap-

pealing to geography, whose `�rst law' has been given as, `Everything is related to

everything else, but near things are more related than distant things' (Tobler 1970,

page 236).

An important aspect of real measurements of spatial phenomena is that they are

always de�ned over some area or volume. This aspect of measurements is incorpo-

rated into random function models with the concept of spatial support. A random

function Zv(x) is de�ned for the support v as

Zv(x) =
1

v

Z
v(x)

Z(y)dy (3.1)

(Rendu 1981), the mean value of the RF Z(y) for all points within the area (or

volume) v. Zv(x) is said to be regularized from the RF de�ned by Z(y). A complete

speci�cation of the support entails a description of the geometrical shape, size and

orientation of the area or volume (Olea 1990). In theory, the support can be as

small as a point (in practice, nearly a point) or as large as the extent of the entire

�eld (in practice, the entire study region).

For RFs de�ned with dependent random variables, statistics, especially above

�rst order, are a�ected by support (Matheron 1985). In contrast, purely random

�elds de�ned at one support will also be purely random �elds when regularized

(Journel and Huijbregts 1978), showing no spatial dependence. Again, this makes
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geographical phenomena, which change their statistics with support, more analogous

to dependent random functions than independent random functions.

Since only a small portion of a random function is represented by data on

the Earth's surface, that is, one `realization', important assumptions must be made

to apply random functions to real data to construct statistical prediction meth-

ods (Matheron 1989, Myers 1989). Some of these assumptions are various forms

of stationarity (also called homogeneity, VanMarcke 1983), which declare certain

characteristics of random functions to be invariant, and ergodicity.

3.1.2 Stationarity

Strong (also called strict) stationarity means that any two (or more) random vectors

at k locations, [Z(x1); Z(x2); � � � ; Z(xk)] and [Z(x1 +h); Z(x2 + h); � � � ; Z(xk +h)],
have the same joint cdf, no matter what the h (Cox and Miller 1965). If the mean

and spatial covariance exist, they are invariant with location. A purely random

function would, by de�nition, exhibit strong stationarity. Weak stationarity implies

the expected value of a random �eld is a constant with a spatial covariance de-

pending only on h. No assumptions are made about joint distributions with weak

stationarity.

Second-order stationarity (a form of weak stationarity) is the stationarity of

second moments, that is, the variance of the RVs at every location is unchanging

(Myers 1989). Also, the expectation or mean of Z(x) does not vary with x and the

spatial covariance and therefore the semivariogram and correlogram, depend only

on h not x. Second-order stationarity of the increment [Z(x) and Z(x+h)] is called

`intrinsic' stationarity (Journel and Huijbregts 1978). Again, the mean does not

vary with x. The spatial covariance need not exist, only the semivariogram 
(h)

must exist and is dependent on h. If the spatial covariance does exist, it is related

to the semivariogram by


(h) = C(0)� C(h) (3.2)

The semivariogram is equivalent to a constant (the variance) minus the spatial
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covariance. Intrinsic random functions are the basis for much of geostatistics. The

use of intrinsic random functions for this purpose is called `regionalized variable

theory' (Matheron 1971).

3.1.3 Ergodicity

Ergodicity is the property that the statistics of a realization of in�nite extent are

equal to those of the random function (Cox and Miller 1965). As the extent of the

domain being studied increases, estimated values of these statistics are supposed to

converge to their random function values. Ergodicity, like stationarity, can never be

tested, it can only be deemed reasonable in making the model relevant to real-world

situations (Myers 1989). And it can be seen that some kind of decision is necessary

for modeling regionalized variables as random functions, since, unlike in the case of

dice, the landscape represents a single reality, not multiple realizations (Matheron

1989). To use an ergodic random function means that the statistics of real data

can be used as estimates of the parameters of that random function. Stationarity

of some kind is critical to allow data from some locations or time periods to be

used to make inferences about other locations or time periods. To date, the second-

order moments form the foundation for inference including prediction using random

functions.

3.1.4 Second-order moments of random functions

There is a variety of two-point statistics de�ned for random functions. Of course,

these are particularly relevant for random functions consisting of spatially dependent

RVs. Some of the most important are described here2:

2Except where noted, equations in this section are based on Olea (1990).
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Variance A fundamental second-order moment of an RF, Z(x), is its variance3.

V ar(Z(x)) = Ef[Z(x)� EfZ(x)g]2g
= EfZ(x)2g � EfZ(x)g2

(3.3)

usually estimated by

^V ar(z(x)) =
1

n

nX
i=1

z(xi)
2 �m[z(xi)]

2 (3.4)

where m[z(x)] is the mean of z(x) and n is the number of sample values.

Spatial covariance The spatial covariance C is de�ned for the two RVs Z(x) and

Z(x + h) where h is the distance and direction of the vector between the RVs as,

C(Z(x); Z(x+ h)) = Ef[Z(x)� EfZ(x)g][Z(x+ h)� EfZ(x+ h)g]g
= EfZ(x)Z(x+ h)� EfZ(x)gEfZ(x+ h)gg

(3.5)

At h = 0, C becomes equal to the a priori variance of Z(x). Generally, as h

increases, C decreases and, though it can fall below zero, it rarely does in practice.

Models exists for which C does not exist, such as for the Brownian motion (Wiener-

Levy) process (Journel and Huijbregts 1978) or other cases where variance continues

to increase without bound as h increases.

The traditional estimator of this statistic is

Ĉ(h) =
1

N(h)

N(h)X
i=1

[z(xi)z(xi + h)�m[z(x)]2] (3.6)

where N(h) is the number of pairs of data that are h apart from one another. This

estimator is based on conditions of stationarity and ergodicity, which leads to the

expression of C as a function of h alone. Weakening the requirement for these

3In regionalized variable theory, this variance is called the `a priori' variance (Olea 1990).
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conditions yields the estimator,

Ĉ(h) =
1

N(h)

N(h)X
i=1

[z(xi)z(xi + h)�m[z(xi)]m[z(xi + h)]] (3.7)

(Isaaks and Srivastava 1988), referred to as the `non-ergodic spatial covariance'.

Correlogram The correlogram normalizes the spatial covariance to the variance

of the random function and is de�ned as

�(h) =
C(h)

C(0)
=

C(h)

V ar(Z(x))
(3.8)

(Isaaks and Srivastava 1989). It has similar characteristics as the spatial covariance

except that it has a value of 1 when h = 0 and values between -1 and 1 elsewhere.

General cross-product statistic Haining (1990) describes the general cross-

product statistic,

� =
niX
i=1

njX
j=1

GijSij (3.9)

where Gij is a matrix describing the proximity of xi and xj, Sij is an expression

describing the similarity of Z(xi) and Z(xj) and ni and nj are the number of xi

and xj, respectively. Moran's index (Moran 1948) and Geary's coeÆcient (Geary

1954) are examples of cross-product statistics that are regularly used components

of geographical analysis (GriÆth 1987). Moran's I is de�ned with Sij = fz(x) �
m[z(x)]gfz(x+h)�m[z(x+h)]g; Geary's c with Sij = fz(x)� z(x+h)g2. Gij has

been de�ned in a variety of ways, from the simplest de�nition using 1's when x and

x+h are neighbors and 0's when they are not, to a complex weighting scheme with

weights proportional to h. With a large amount of spatial dependence, Geary's c

takes on small values (close to 0) while Moran's I takes on values close to 1. When

neighboring values are less similar than those farther away, Geary's c becomes large

and Morans' I becomes negative. This is a situation sometimes called `negative

spatial correlation' (Legendre 1993).
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Cross-product statistics are used for hypothesis testing, where the null hypoth-

esis is that no spatial autocorrelation exists. Expected values of the statistics under

the null hypothesis are derived from, in essence, a purely random function with a

normal distribution (Tiefelsdorf and Boots 1995).

Semivariogram Like Geary's c, the semivariogram is based on the increment

fZ(x) � Z(x + h)g. The variance of this increment, or the expected value of the

squared di�erence between every pair of values at the lag hi, is by convention twice

the semivariance 
(hi). The semivariogram (abbreviated to variogram in much of

the literature), a function of h, is therefore


(h) =
1

2
E[Z(x)� Z(x+ h)]2 (3.10)

The ordinary estimator of this statistic (Cressie 1991) is


̂(h) =
1

2N(h)

N(h)X
i=1

[z(xi)� z(xi + h)]2 (3.11)

where N(h) is, as above, the number of pairs of data that are h apart from one

another. While semivariograms calculated from data may take a variety of forms,

very often they have asymptotic behavior, reaching a relatively constant plateau at

some positive value (�gure 3.1). This plateau is called the sill. The value of h at

which this sill is reached is called the range.

Though the de�nition of the semivariogram implies that 
(0) = 0, observed

values at h close to 0 often indicate a positive intercept of the semivariogram. This

intercept is called the `nugget' variance, explained as including both measurement

error (the variance that would be obtained by making repeated measurements in

the same location) and variance at supports smaller than the measurement support

(Isaaks and Srivastava 1989). By de�nition, a purely random function would have

a `
at' semivariogram, equal to the nugget variance for its entire range.
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Figure 3.1: Typical form of a semivariogram, showing the nugget, sill and range.
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Dispersion variance A second-order statistic that is not expressed as a function

of separation distance is called the dispersion variance,

D2(v=V ) = Ef 1
N

NX
i=1

[ZV (x)� Zv(xi)]
2g (3.12)

(Journel and Huijbregts 1978), where ZV is de�ned on the large support V , Zv is

de�ned on the smaller support v, v is within V and N is the number of units of

support v (Journel and Huijbregts 1978). Dispersion variance is the same statistic

advanced by Moellering and Tobler (1972) who �rst described `scale variance analy-

sis' for geographers. They recommended the investigation of D2(v=V ) for a sequence

of supports and implied the supports at which this variance was high would be the

most useful to study. Scale variance analysis has subsequently been used in many

instances with remotely sensed data (Townshend and Justice 1990, Justice et al.

1991, Belward 1992, Townshend and Justice 1995), though not recognized as the

geostatistical dispersion variance.

Cross-semivariogram A realization of the joint distribution of two random func-

tions, say Z(x) and W (x), is called a coregionalization. All of the above statistics

have corresponding de�nitions for two random variables; for example the cross-

covariance, cross-semivariogram and cross-correlogram. The cross-semivariogram is

de�ned for two variables Z(x) and W (x) as


ZW (h) =
1

2
Ef[Z(x + h)� Z(x)][W (x+ h)�W (x)]2g (3.13)

Unlike the semivariogram, which is strictly positive, the cross-semivariogram can

take negative values indicating an inverse relationship between Z(x) and W (x).

The normalized value of the cross-semivariogram, the cross-correlogram, has a value

at h = 0 equal to the Pearson correlation coeÆcient between Z(x) and W (x).

Though all of the above statistics are two-point statistics and as such their esti-

mates all say something about the spatial dependence within the observed variable,
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each is unique and may yield di�erent information. It is only when stationary, er-

godic random �elds are used as models of spatial phenomena that some of these

statistics can be equated and used in methods of prediction.

3.2 Prediction methods

If the objective is to predict a biophysical variable, such as vegetation amount, across

a region, the variable will be called the primary variable and can be modeled as a

random function. Other variables used in the prediction of the primary variable,

say spectral variables from remotely sensed measurements, will be called ancillary

variables. These too can be considered random functions. The RFs are then used

to construct prediction methods that have the highest possible accuracy. The com-

monly accepted de�nition of accuracy is a lack of error (Taylor and Kuyatt 1994),

and in geographical applications (Johnston 1978, Olea 1990) it is taken to mean

more speci�cally that

1. the error averages out to be insigni�cantly small { the prediction is unbiased

and

2. the spread of those errors is also small { the prediction is precise.

Inaccurate predictions may therefore occur if they are biased though precise, unbi-

ased and imprecise or, �nally, biased and imprecise4.

One way of achieving maximum precision is to minimize the variance of the

error. Accuracy is further assured with a lack of bias; the expected value of the error

is 0. Together, these criteria have come to de�ne `optimal' predictors (Cressie 1990).

Though the term optimal seems to imply there can be no better predictors, there

are in fact other criteria that can be used to de�ne worthwhile methods (Srivastava

1987, Goovaerts and Journel 1995). Estimates of model parameters achieved through

the optimality criteria are called Best Linear Unbiased Estimators (B.L.U.E.) and

predictions of speci�c values are called Best Linear Unbiased Predictors (B.L.U.P.)

4Note that others (Maling 1989, Goovaerts 1997) equate accuracy directly with unbiasedness
so that imprecise predictions, as long as they are unbiased, are declared accurate.
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(Goldberger 1962). Depending on the form of the random function model used as a

premise for the prediction, di�erent optimal predictors can be derived.

Regression methods constitute a large proportion of the B.L.U.P. class. The

response variable is to be predicted using a linear or nonlinear combination of ex-

planatory variables. In a spatial context, the response and explanatory may both

be primary variables, but at di�erent locations. This kind of regression is called

kriging (Cressie 1990). The responses are the values at unsampled locations; the ex-

planatory are the values at measured locations. Ancillary variables can be added to

kriging, including explanatory variables at both sampled and unsampled locations,

called cokriging. Regression without regard to location, aspatial regression, uses the

primary variable as the response, ancillary as the explanatory.

Optimal predictors, while having maximum accuracy at each prediction loca-

tion, lead to �elds of predicted values that have no guarantee of representing the

spatial variability of the actual or true �eld. A di�erent category of methods called

conditional simulation methods (Journel 1974, 1996) are designed on the same ran-

dom function foundations but do not use the optimality criteria in the same way.

Instead they aim to generate spatial �elds of the primary variable that reproduce

the global (or aggregate) statistics, both univariate and bivariate, including the sec-

ond order moments described above. Aggregate characteristics can be particularly

important when remotely sensed vegetation variables are used in physically-based

process models (Band and Moore 1995).

Given the sparse data available for the primary variable and the many ways the

aggregate statistics can be represented in a spatial �eld, there is no single solution for

a conditional simulation. In fact, simulations are multiple alternative spatial �elds,

each chosen with equal probability. Though B.L.U.P. and simulation methods have

di�erent objectives, both are considered and compared in this thesis. They can be

considered to be prediction of values at individual locations and predictions of �elds

of values, respectively.

Since the prediction method follows directly from the choice of a random func-

tion model, how can this choice be evaluated? Christakos (1992) suggests that spa-
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tial prediction should be judged on its ability to incorporate six physical realities.

The �rst is measurement error, which is inherent in any measurement and therefore

should be taken into account in prediction. The second is measurement support, the

shape and size of the area of each measurement. A diÆcult aspect of using remotely

sensed data in combination with ground measurements is that the support of the

latter is almost always smaller, sometimes substantially, than the support of image

data (see chapter 2). Since statistics vary with support, this support mismatch

should be considered in the prediction method. Ground measurement locations and

their geometry are two other aspects of spatial data that should bear on results.

To illustrate, imagine two sample sets with the same number of observations, one

in which measurements are located in one small zone and another composed of a

systematic arrangement throughout the region to be mapped. One would expect the

�rst arrangement to result in a predicted �eld with much larger error, at least outside

the sampled zone, than the second, despite the equivalent sample size. Lastly, spa-

tial variation and spatial correlation are closely related properties of most physical

attributes of the Earth's surface. Capturing these two properties of spatial variables

is the de�ning characteristic of geostatistical predictors.

With every model for predicting values spatially there should be a model for the

error arising from the prediction. In practice, prediction methods only give informa-

tion on the variance of the error, or the precision of the prediction. Precision can be

used to build models, both local and global, of uncertainty (Myers 1997, Goovaerts

1997). As discussed in chapter 1, a map of error is not feasible, so a map of uncer-

tainty is a practical substitute. A map of predictions should be accompanied by a

map of uncertainty to aid decisions about where additional measurements would be

most useful or to estimate where risk is highest because of wrong answers. The un-

certainty model for the chosen spatial predictor should re
ect the six realities listed

above, because if predictions vary across space so do their accuracy. Ideally, a spatial

uncertainty map should depend on both the values of nearby sample measurements

and their distances and geometry (Switzer 1993).
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As seen in chapter 2, aspatial regression has been the method most often used

by investigators interested in predicting vegetation amount using remote sensed

data. Linear regression models �tted with OLS, for example, assume (Johnston

1978):

1. a linear trend between response and explanatory variables,

2. normality of the errors,

3. unbiasedness of the errors for each value of the explanatory variable, (condi-

tional unbiasedness),

4. homoscedasticity of the errors,

5. absence of autocorrelation in the errors and

6. lack of measurement error, at least in the explanatory variables.

Failure of the data to �t any of these six ideals has consequences for the usefulness

of the model. Since spatial data is almost always autocorrelated, autocorrelation

in the errors will typically be present unless the sources of spatial autocorrelation

have been completely accounted for in the regression model. On theoretical grounds

alone then, this reduces the appropriateness of aspatial regression models for the

spatial prediction of vegetation quantities.

Unlike regression, geostatistical methods are designed for spatial data and take

advantage of spatial autocorrelation. These methods include kriging (Cressie 1990)

and conditional simulation (Journel and Alabert 1989). Cokriging, a kriging method

in which more than one variable is used for prediction, has been shown to be par-

ticularly useful when measurements of the variable to be predicted are sparse and

measurements of a second, related variable are plentiful or exhaustive (Leenaers

et al. 1990, Goovaerts 1998b). For this reason, it seems ideally suited to remote

sensing problems. Conditional simulation has a di�erent goal to that of kriging.

Simulation emphasizes the reproduction of the frequency distribution of the data

and their spatial pattern. Instead of a single resulting image with a value at each
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location that is in some sense `optimal', simulation generates many images, each a

possible representation of the variable conditional to the data. The resulting set of

maps can be used as a model of uncertainty about the spatial distribution of the

variable of interest.

Simulation has not yet been applied to the remote sensing of vegetation amount.

Though cokriging and conditional simulation have been applied to many other envi-

ronmental prediction problems, i.e. for soil and hydrologic quantities, contaminant

concentrations and meteorological variables (Ahmed and de Marsily 1987, Fedorov

1989, Webster and Oliver 1990, Bierkens and Burrough 1993, Cassiani and Medina

1997, Goovaerts 1999), cokriging has been used rarely (Bhatti et al. 1991, Atkinson

et al. 1994, Carroll et al. 1995, Lohani and Mason 1999, Ishida and Ando 1999) and

conditional simulation even less (Dungan et al. 1994, van der Meer 1994, Dungan

1998) in remote sensing applications (Curran and Atkinson 1998).

In the next three sections, the derivation of each method from forms of the

random function model is given.

3.2.1 Aspatial Regression

The simplest and most often used form of linear regression as applied to spatial

problems has the following form:

p = a� + � (3.14)

where p is a vector [p(x1); p(x2); p(x3); � � � ; p(xN1
)]0 of N1 primary variable observa-

tions, a is a matrix of N1 observations on m ancillary variables,

2
666666664

1 a1(x1) a2(x1) � � � am(x1)

1 a1(x2) a2(x2) � � � am(x2)

� � � � � � � � � � � �
1 a1(xN1

) a2(xN1
) � � � am(xN1

)

3
777777775

(3.15)
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� is a vector of coeÆcients [�0; �1; : : : ; �m] and � is a vector of errors (Johnson

and Wichern 1982). Note that the � coeÆcients are not functions of x. To apply

this model to vegetation amount prediction, p must be known at some locations xs

(from a ground measurement sample) and the a must have been measured at the

coincident (collocated) locations. This method is usually explained with p and a as

random variables (Johnson and Wichern 1982). When applied to spatial data, p

and a can be considered random functions.

The optimality of regression is de�ned by the unbiasedness and minimum error

variance criteria. The �rst criterion is

E(�) = 0 (3.16)

and the second is to minimize

V ar(�) = E(�0�) = � (3.17)

Ordinary least squares (OLS) regression assumes independent identically distributed

errors in the response variable. (Johnston 1978). This means that

� = �2I (3.18)

where I is the identity matrix and �2 the variance of the distribution of errors

(Johnson and Wichern 1982). In a spatial context, � can be considered to be a

function of x, [�(x1); �(x2); : : : ; �(xN1
)]. This implies that �(x) must be a purely

random function.

To solve for the coeÆcients � when this variance of the errors is at a minimum,

� = V ar(p� a�)

= (p� a�)0(p� a�)

= (p0 � �0a0)(p� a�)

= p0p� 2a0p� + a0a�2

(3.19)
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the derivative of � with respect to � is set to 0:

Æ�
Æ�

= 0 = 2a0p� 2a0a�

2a0p = 2a0a�

� = (a0a)�1a0p

(3.20)

This predictor is unbiased (expected value of the error is 0), since

�̂ = p� p̂

= p� a�

= (I� a(a0a)�1a0)p

= (I� a(a)�1(a0)�1a0)p

= (I� I)p = 0

(3.21)

To put this model into practice, a sample of ground measurements must be

collected and associated to the corresponding pixels from an image or images. The

� values are solved for and multiplied with a at every pixel in the image, resulting

in an image representing p. This amounts to a simple rescaling of spectral values to

vegetation amount values, a `transformation from feature space [the relation between

a and p] to geographical space' (page 1035, Steven 1987). This points to the major

advantages of this method, its simplicity in concept and implementation.

One property of spatial predictions made with aspatial regression is that at

measurement locations p(xs), the predictions will not in general be equal to the

measured values. Predictors that replicate measured values at those locations are

called `exact' predictors (Journel 1990) { therefore aspatial regression is inexact. It

implies that the error at measurement locations is not treated any di�erently than

error at unsampled locations. The variance of the error depends on the magnitude of

the prediction in relation to the mean only and is not dependent on spatial location.

In the case of m = 1, the standard model of the variance of a local prediction at xi

is given by:

V ar(p̂(xi)) = �2p +
�2p
n

+
[a(xi)�m[a(xs)]]

2�2pP
[a(xs)�m[a(xs)]]2

(3.22)
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(Draper and Smith 1998) where �2p is estimated using the variance of the ground

measurements and n is the number of sample measurements. V ar(p̂(xi)) is some-

times referred to as the standard error of prediction (SEP), in contrast to the stan-

dard error of the estimate (SEE). If the purely random function of the � is further

assumed to be normally distributed, con�dence limits can be constructed as func-

tions of equation 3.22. These con�dence limits are the standard quanti�cation of

uncertainty from this method (Draper and Smith 1998).

As seen in chapter 2, di�erent interpretations are available for whether spectral

data should be considered the response or explanatory variable. If the OLS system

described above is used, prediction takes into account only error in the response

(vegetation amount) measurements but not that of the remotely sensed measure-

ments. In Curran and Hay's (1986) criticism of this aspect of the OLS approach,

other solutions to the system, such as the `reduced major axis method' (Jones 1937)

which takes into account measurement error in the a values, are recommended.

However, such alternatives have not become routine (Todd et al. 1998, Salvador and

Pons 1998).

The aspatial regression method inherently does not include spatial support in

its formulation. That is, the purely random function underlying the method does

not require that the support of the ground measurements be similar to the support

of the remotely sensed measurements. Therefore, the method does not preclude a

regression equation developed from a set of ground measurements and spectral mea-

surements made from one sensor to be directly applied to spectral measurements

from another sensor (or the same sensor at a di�erent 
ying height). Yet support

mismatches are almost universally present with these types of measurements and

support e�ects do occur in remotely sensed data as shown by scale variance anal-

ysis (Townshend and Justice 1995), examination of the semivariogram (Atkinson

1993, McGwire et al. 1993, Collins and Woodcock 1999) and other image statistics

(Wickham and Riitters 1995). So the aspatial regression method does not obviously

o�er an associated model for `scaling up' the ground measurements to adjust for the

support of the remotely sensed measurements (Atkinson 1997b, Ra�y and Gregoire
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1998).

Except for the requirement that each a(xi) and p(xi) pair refers to the same

location, this application of regression is completely aspatial. Sample values near to

one another are assumed to be equally informative as distant sample values; sample

geometry and relative measurement locations are ignored. Since spatial location

does not enter into the parameters of the regression model, measurement location

and geometry cannot feature directly in regression predictions. This means that

predictions (and uncertainty about predictions) do not change in areas of sparse or

no measurement locations relative to areas of plentiful measurements.

If the predicted map is a linear transform of the remotely sensed data, its spatial

pattern is usually similar to that of the remotely sensed data though spatial pattern

information is not used directly in the model. A nonlinear transform would likely

generate a di�erent spatial pattern. Information about the actual spatial pattern of

the primary variable is not included in the model.

3.2.2 Cokriging

Rather than using purely random functions, using intrinsic or other random func-

tions that include spatial dependence leads to a group of geostatistical predictors

called kriging predictors (Journel and Huijbregts 1978). The most elementary forms

of kriging use only primary variables, using values at measurement locations to

predict those at unsampled locations. Multivariable kriging, called cokriging, adds

ancillary variable or variables to the prediction equations.

By adding an ancillary variable obtained using remote sensing to a kriging

analysis, there exists the potential to increase the precision of that interpolation

with cokriging (Myers 1983). The availability of a complete grid of these ancillary

data allows for a thorough description of their spatial autocorrelation. In cokriging,

it is assumed that the spatial pattern of the primary and ancillary variable are

related (they co-vary). The ordinary5 cokriging predictor at an unsampled location

5Only the `ordinary' forms of kriging, rather than `simple' forms are discussed here.
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is

p̂(xo) =
N1X
j=1

�jp(xj) +
N2X
k=1

!ka(xk) (3.23)

where p̂(xo) is the prediction at location xo, p(xj) are N1 nearby sample values at

locations xj weighted with factors �j and a(xk) are N2 nearby ancillary image values

at locations xk weighted with factors !k (Myers 1982).

The error � therefore is

� = p(xo)� f
N1X
j=1

�jp(xj) +
N2X
k=1

!ka(xk)g (3.24)

and the variance of the error (also called kriging variance or precision) is

V ar(�) = � = V arfp(xo)�PN1

j=1 �jp(xj) +
PN2

k=1 !ka(xk)g
= V arfp(xo)g � 2

P
�jCfp(xj)p(xo)g � 2

P
!kCfa(xj)p(xo)g+

2
PP

�j!kCfa(xk)p(xj)g+PP�j�kCfp(xj)p(xk)g+
PP

!j!kCfa(xj)a(xk)g
(3.25)

Since cokriging is an optimal predictor, the unbiasedness and minimum error

variance constraints are used. For unbiasedness, look at the expected value of the

prediction:

Efp̂(xo)g = EfPN1

j=1 �jp(xj) +
PN2

k=1 !ka(xk)g
=

PN1

j=1 �jEfp(xj)g+
PN2

k=1 !kEfa(xk)g
(3.26)

This constraint implies any number of possibilities for the weights. The most obvious

is Pn
j=1 �j = 1

Pm
k=1 !k = 0

(3.27)

When the mean values of the primary and ancillary data are known, or can be

estimated accurately, a slight modi�cation of the cokriging equations yields the
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constraints:
nX
j=1

�j +
mX
k=1

!k = 1 (3.28)

(Goovaerts 1998b).

For maximum precision, the �rst derivatives of � are set to 0. To solve these

equations for the weights, the method of Lagrange multipliers is used (Kitanidis

1997). This is a mathematical procedure for constrained minimization, involving

two parameters, �o and �1. The equations become, for the constraints 3.27,

Æ�
Æ�

= 0 = 2
P
�jCfp(xj)p(xkg+ 2

P
!kCfa(xk)p(xj)g�

2Cfp(xo)p(xk)g+ 2�0

Æ�
Æ!

= 0 = 2
P
�jCfp(xj)a(xkg+ 2

P
!kCfa(xj)a(xk)g�

2Cfp(xo)a(xk)g+ 2�1

Æ�
Æ�0

= 0 = 2
P
�j � 1

Æ�
Æ�1

= 0 = 2
P
!k

(3.29)

The resulting normal equations in matrix form (Myers 1983) are:

2
666664

Cpp Cpa I

Cap Caa I

I I 0

3
777775

2
666664

�




�

3
777775

=

2
666664

Cpxo

Caxo

I

3
777775

Cw = D

(3.30)

where Cpp is the spatial covariance of the vegetation variable, Caa is the spatial

covariance of the remotely sensed variable and Cpa is their cross-covariance. Cpxo is

the spatial covariance for the primary variable at a measurement location and at an

unsampled location. Caxo is the spatial cross-covariance for the ancillary variable

at a measurement location and the primary variable at an unsampled location. The

vector of weights on the vegetation variable is � or [�1; �2; : : : ; �j]
0; 
 is the vector

of weights [!1; !2; : : : ; !j]
0 on the ancillary variable, � is the vector of Lagrange

multipliers and I is the identity vector or matrix. The solution is obtained by

inverting the C matrix and multiplying it by D to get the weights. The weights can
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be seen as solely a function of spatial covariances, allowing the use of expressions of

spatial dependence in the solution.

To use cokriging, an adequate number of collocated primary and ancillary

measurements are needed to obtain estimates of the spatial covariances and cross-

covariances (via equation 3.6 or other estimators of covariance (Isaaks and Srivastava

1988)). Alternatively, semivariograms and cross-semivariograms are estimated and

equation 3.2 is used to obtain the equivalent covariance under the intrinsic random

function model. Estimates of covariance from the data are not suÆcient however,

since these only give Cpp, Caa, Cap and Cpa. To obtain Cpxo and Caxo, values of co-

variance at distances besides those de�ned by pairs of data are needed. This is done

with a so-called `model of coregionalization' obtained by �tting certain types of func-

tions through the experimentally derived estimates of covariance. Strict limitations

are placed on this coregionalization model (Isaaks and Srivastava 1989, Goovaerts

1997) because mathematically it must ensure a positive cokriging variance.

To construct the coregionalization model, the usual practice (Isaaks and Sri-

vastava 1989, Goovaerts 1997) is to use a linear combination of covariance models

of L independent random variables. For a single primary variable and one ancillary

variable, the set of spatial covariances (C11(h) and C22(h)) and cross-covariances

(C12(h) and C21(h)) to be modeled can be represented as Cij(h):

Cij(h) =
LX
l=1

blijc
l(h) 8 i; j (3.31)

where cl(h) is an individual basic covariance model and blij is the sill of this model.

For for every individual model l, the matrix of sills

2
64 bl11 bl21

bl12 bl22

3
75 (3.32)

must be positive semi-de�nite, which implies that bl11 � 0, bl22 � 0 and (by Schwarz's

inequality)

jbl12j = jbl21j �
q
bl11b

l
22 (3.33)
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This way of achieving positive semi-de�niteness entails that every basic model l

that appears in a cross-covariance model C12(h) must also appear in the two co-

variance models C11(h) and C22(h). Conversely, all covariance models comprising

C11(h) and/or C22(h) need not be in C12(h). The bl11 and bl22 coeÆcients must be

non-negative and the rest must be checked for condition 3.33. The modeling of the

coregionalization is done in a similar way with semivariograms, in which case linear

combinations of basic models such as spherical, exponential and Gaussian expres-

sions (Deutsch and Journel 1998) will satisfy the positive semi-de�niteness criterion.

For this linear model of coregionalization (LMC), the exhaustive grid of remote mea-

surements can be used to model the spatial covariance of the ancillary variable, but

only collocated measurements can be used for the cross-covariance modeling.

Two caveats have been generally recognized in cokriging methods (Goovaerts

1997): 1) it is diÆcult to �nd an LMC that is a good �t to experimental semivari-

ograms and cross-semivariograms and 2) a much denser grid of data for the ancillary

variable than that for the primary variable can lead to the instability of the cok-

riging matrix system. `Collocated' cokriging is an approximation of the cokriging

method that addresses these two problems (Almeida and Journel 1994, Goovaerts

1997, Deutsch and Journel 1998). At each grid cell to be predicted, collocated cok-

riging uses only the ancillary datum at that cell rather than all neighboring ancillary

data (i.e. only `collocated' ancillary data).

As in the case of aspatial regression, it is only the variance of the error (equa-

tion 3.25), not the error itself, that can be calculated from the model. Values of

kriging variance (frequently called `estimation variance') are often displayed in map

form. Switzer (1993) and Webster and Oliver (1990) have stated that this error

model is the main contribution of geostatistics. But, as acknowledged by Switzer

(1993) and demonstrated by Journel and Rossi (1989) and Rossi et al. (1994) a

kriging variance map does not provide a useful spatial description of error and is

a useful description of local precision only in ideal, multi-Gaussian circumstances.

Kriging variance does not depend on the magnitude of variable values, only their

location and geometry. Therefore, the precision of the prediction can be quanti�ed
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from the model as soon as a sample network is designed (Journel 1990).

Measurement error in the primary and ancillary variables is captured within

the `nugget variance' terms of the model of coregionalization. This is the variance

that is spatially independent, but is not separated in this model from the variation

occurring at smaller supports than those measured (Atkinson et al. 1996). This

nugget variance can be �ltered (Carr 1990, Bourgault 1994) in an attempt to reduce

the in
uence of noise on the predictions. Unless �ltered, kriging predictors guarantee

that at measurement locations they return the measured value of the vegetation

variable. So they are `exact' unlike aspatial regression.

Models are available in kriging theory to address a di�erence in support be-

tween primary data and the support of predictions. This change of support can be

accomplished by block kriging, whereby values at one support can be used along with

estimates of point-to-block semivariograms or spatial covariances to predict values

at a larger support. The case of block cokriging also relies on point-to-block cross-

semivariograms, which are estimated from point-to- point cross-semivariograms.

This procedure implies that the supports of direct and ancillary data should be

equivalent. When they are not, as in most applications of remote sensing data,

scaling up may be precluded or alternatives to block cokriging must be found.

B.L.U.P interpolators, like cokriging, all have the property of being `smoothers'

(Journel 1990). This means that the global distribution of all values in a cokriged

map will have a smaller variance than the actual variable and the map itself will

have less overall variability. Paradoxically, semivariograms or spatial covariances

carefully modeled from the data and supposed to represent the spatial continuity of

the actual phenomenon will not be similar to the semivariograms calculated from the

cokriged map. Journel (1990, page 31) goes as far as to say, `In all rigor, estimates

based on a local accuracy criterion such as kriging should only be tabulated; to map

them is to entice the user to read on the map patterns of spatial continuity that may

be artifacts of the data con�guration and the kriging smoothing e�ect.' Another

paradox is that cokriged maps will show the most continuity where data values are

sparsest { leading to the often false impression that these regions are less variable
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than regions where sampling was more dense. Simulation methods, described in the

next section, are in contrast designed to describe spatial variability of the variable

being studied.

3.2.3 Conditional Simulation

Aspatial regression and cokriging provide a single spatial �eld of predictions, one

prediction for each unsampled location or grid cell. In contrast, conditional simu-

lation methods provide multiple alternative spatial �elds. Conditional simulation

is the generation of synthetic realizations of a random function that preserve the

sample values at their measured locations and possess the same spatial statistics

(moments up to the second order) as the data that have been collected about a

variable (Olea 1990). The preservation of the sample values in the realizations is

what the modi�er `conditional' refers to, so the realizations are exact. Conditional

simulation is an appropriate method for mapping, because it emphasizes the global

attributes of a spatial �eld, its histogram and spatial pattern (Journel 1974, 1996).

There are many algorithms devised to produce conditional simulations, in-

cluding sequential methods (Journel and Alabert 1989), methods in the frequency

domain (Friedl et al. 1995), through matrix decompositions (Alabert 1987), trans-

forming two or three dimensions to a single dimension (Christakos and Panagopou-

los 1992), simulated annealing (Deutsch and Cockerham 1994) and probability �eld

simulation (Srivastava 1992). Each is based on one of three general strategies (Dun-

gan 1999). The �rst strategy is to add the missing spatial variability back in to

a prediction made by kriging. The second strategy is to construct the simulation

from Bayesian �rst principles. The third is to use optimization techniques to con-

verge on solutions that meet statistical criteria. The number of algorithms is still

growing and at present, no single text or software package covers all published al-

gorithms. Conditional simulation is discussed in Journel and Huijbregts (1978),

Cressie (1991), Christakos and Panagopoulos (1992), Goovaerts (1997), Kitanidis

(1997) and Deutsch and Journel (1998) and is implemented in the software pack-
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ages GSLIB (Stanford University, Stanford, CA), Gstat (University of Amsterdam)

and Isatis (Geovariances, Avon, France), among others.

The original method for conditional simulation was one based on the strategy

of adding variability `back in' to smooth predicted maps called the turning bands

algorithm (Journel 1974). Simulations were done in one dimension for vectors (the

bands) that were then moved (turned) through the 2D or 3D �eld. Because of its

in
exibility (Dowd 1992), turning bands has been largely discarded in favor of other

algorithms. Sequential simulation, based on a Bayesian strategy, is described herein.

Sequential simulation

Many of the commonly used algorithms developed after turning bands are variants

of sequential simulation (Journel and Alabert 1989). The sequential approach ex-

ploits Bayes Theorem, which describes how the prior (marginal) probabilities for a

random variable can be revised (or updated) to re
ect additional information con-

tributed from nearby (and therefore dependent) data to create a posterior, joint

probability. According to the theorem, the joint probability of A1 and A2 is equal

to the probability that event A1 will occur given A2 has occurred multiplied by the

probability of A2:

Pr(A1

\
A2) = Pr(A2)Pr(A1jA2) (3.34)
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This can be extended to m events as follows:

Pr(A1
T
A2
T
A3
T
: : :
T
Am) = Pr(AmjA1

T
A2
T
A3 : : :

T
Am�1)

Pr(A1
T
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T
: : :
T
Am�1)

= Pr(AmjA1
T
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T
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T
: : :
T
Am�1)

Pr(Am�1jA1
T
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T
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T
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= Pr(AmjA1
T
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T
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T
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Pr(Am�1jA1
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T
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T
Am�2)

� � �Pr(A2jA1) : : : P r(A1)

(3.35)

(Isaaks 1990). For conditional simulation, the objective is to determine the joint

ccdf of all random variables within the random function given all the n data, that

is,

Pr(Z(xn+1) � z; Z(xn+2) � z; : : : ; Z(xn+m) � zjZ(x1); Z(x2); Z(x3); : : : ; Z(xn))
(3.36)

To draw from this conditional joint distribution to create realizations, sequen-

tial algorithms do a step-by-step updating of the ccdfs (Journel 1990). The �rst

ccdf, Pr(Z(xn+1) � z), is obtained through kriging at a location, with the condi-

tional mean de�ned by the kriged value and the conditional variance de�ned by the

kriging variance. It is drawn from to obtain a simulated value for that location.

This simulated value is added to the pool of nearby data to provide data to the

kriging system at the next location, Pr(Z(xn+1) � zjZ(x) = z). At each step, the

simulated value is added to the pool of data and previously simulated values and

steps continue until all cells in the grid have a value. The locations in the grid are

visited in a random order. Each new realization is obtained by going through the

procedure beginning from a di�erent point in the simulation grid and drawing from

the ccdfs randomly. The number of simulated cells, s, is much larger than the num-
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ber of data, n. Because very close simulated cells screen data farther away (Isaaks

and Srivastava 1989), the conditioning data and ccdf are taken from a neighborhood

surrounding the node to be simulated (referred to as the search neighborhood). The

use of a search neighborhood (instead of all the data) to de�ne the conditional cdfs

has two advantages. It prevents the need to solve very large (n + s)(n + s) kriging

systems and it reduces the impact that the lack of second-order stationarity will

have on the results (Deutsch and Journel 1998).

When the kriging algorithm used to build the ccdfs is simple kriging, each ccdf

is de�ned by the simple kriging mean and variance (Journel 1990). Ordinary kriging

is an approximation to simple kriging and may be used in its place. Using simple

or ordinary kriging approaches result in what has been called sequential Gaussian

simulation, a parametric approach (Isaaks 1990). Data that do not obviously �t a

multinormal model are transformed to normal scores before applying the simulation

algorithm. Realizations are then transformed back to the data distribution, though

this does not ensure that a multinormal model will be successful. Conditional cdfs

may also be obtained through indicator kriging, IK (Journel 1990). This is a direct

modeling of the ccdf without resort to any kriging variance or Gaussian hypothesis.

Since the conditional expectation of the indicator variable identi�es the ccdf value

at threshold zk,

I(x; zk) = Pr(Z(x) � zkj(n)) (3.37)

where I(x; zk) is an indicator random variable at location x, an estimate of that in-

dicator can be used to build a model for the z ccdf. Continuous ccdfs are e�ectively

discretized by dividing the values of the primary variable into classes and transform-

ing each class (k) to an indicator variable. Using the IK approach has been called

sequential indicator simulation and can provide non-Gaussian ccdfs (Journel and

Isaaks 1984). Journel and Alabert (1989) describe the latter approach using an ex-

ample in which the exhaustive `true' image is known, so that simulated realizations

can be compared objectively.
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Probability �eld simulation

An algorithm closely related to sequential simulation is called probability �eld simu-

lation, �rst conceived by Srivastava (1992) and Froidevaux (1993). It is conceptually

simpler and less computationally taxing than sequential methods. It represents a

shortcut to these more rigorously de�ned methods; work remains to be done on the

relationship of probability �eld simulation to the random function model, Z(x).

Probability �eld simulation separates the steps of creating the local ccdfs and

drawing from them. The ccdfs at every grid cell are de�ned in the �rst step using

any algorithm, be it simple kriging, ordinary kriging, indicator kriging etc. In fact,

distributions generated from regression using equation 3.22 or similar error model

could also be used (Srivastava 1992), though these are not conditioned to nearby

data. The second step is the selection of a value from every local ccdf to generate

a realization. A probability �eld is a set (image) of values uniformly distributed

between 0 and 1 used to draw from the �eld of ccdfs. A constant, 
at probability

�eld where all values are equal to 0.5 would result in the median value from each ccdf

being selected at each location. The resulting realization would be smooth, like a

kriged map, and not re
ect the spatial pattern of the variable. To obtain realizations

that represent the spatial pattern, probability �elds must have a spatial pattern

of their own. This pattern is characterized by the semivariogram of the uniform

scores of the data (which have values between 0 and 1). Any simulation algorithm

that can generate unconditional simulations can be used to create probability �elds

that reproduce this semivariogram (Deutsch and Journel 1998). Any number of

unconditional simulations can be produced in order to generate the probability �elds;

each is used to draw from the z ccdfs and yield a realization.

Drawing from ccdfs within the sequential or probability �eld algorithms employs

the so-called quantile algorithm (Hogg and Tanis 1983). The quantile algorithm

exploits the theorem that if U has a uniform distribution between 0 and 1, and

F (W ) is a permissible cdf, strictly increasing between 0 and 1, then the random

variable W de�ned by W = F�1(U) is a continuous type random variable with

69



Figure 3.2: Illustration of how the quantile algorithm uses values of u, which are uniformly

distributed, to draw values of w, which are distributed according to the cdf plotted here.

 0 0.2 0.4 0.6 0.8 1.0

0

 .25

.50

.75

1

u

w

distribution function F (W ). Therefore, U can be used in the inverse of the local

ccdf to draw from that ccdf (�gure 3.2).

Adding ancillary information to a simulation

To this point, only algorithms for univariate conditional simulation have been dis-

cussed. To add information from ancillary variables, in particular from dense grids

of spectral data, realizations must somehow be further conditioned to take into ac-

count this ancillary information. If the ancillary data are informative, they should

act to reduce the variance of ccdfs modeled at each grid cell.

With two of the simulation strategies, adding back variability and the Bayesian

approach, multivariable estimation (cokriging) lends itself to conditioning the ccdfs.

So, for example, either sequential Gaussian simulation or probability �eld simulation

could be implemented using ccdfs de�ned using cokriging estimation variances. If

cokriging variances are used, simulations should show less variation from realization

to realization than those using just the primary variable approach given the same

data, since as Myers (1983) showed the cokriging variances are always less than

kriging variances.

There are several advantages of conditional simulation methods, like probabil-
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ity �eld simulation, as spatial �eld predictors. If local ccdfs are generated geosta-

tistically, such as by cokriging, the method incorporates measurement error, sam-

ple geometry and relative locations of the measurements in a similar way to that

algorithm. It recognizes spatial correlation as an important characteristic of the

predictions. Simulations are generally more spatially variable than are the results

of other prediction methods { the occurrence of high and low values is more likely.

Its main disadvantage is its lower local accuracy relative to B.L.U.P. methods; it is

non-optimal.

The mean of all realizations generated by a particular conditional simulation

algorithm, calculated by estimating the mean at each grid cell across realizations,

is expected to be more locally accurate than any individual realization. This mean

realization, one of a class of `E-type estimates' (with `E' for expected value, Journel

1990), is similar to a kriged map and has the same smoothing properties. A variance

map of realizations, or another statistic of spread such as the inter-quartile range

(Hoaglin et al. 1983), is one summary of uncertainty described by the conditional

simulation method.

3.3 Relevant properties of optical remote sensing data

Images collected by satellite or airborne sensors generate data with special charac-

teristics that bear on the theoretical and practical reasons for selecting a random

function model and an associated method for predicting the values of a primary vari-

able. For example, the sizes of remotely sensed images are substantial, with most

images typically containing hundreds of thousands or millions of pixels. Linear or

nonlinear rescaling of large grids does not at present pose any computational chal-

lenge. However, the much more computationally intensive geostatistical methods

are less practical to apply to such large grids. These methods have been devel-

oped on small grids (100-300 � 100-300) and their use on large grids is limited. Of

some compensating bene�t, the relatively consistent spacing of image pixels allows

one-time calculation of distances for spatial dependence calculations, reducing the
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computational burden.

With the existence of large grids from remote sensing comes an inevitable

diminishment in the number of ground measurements relative to the number of

image measurements. So, although the absolute number of ground measurements

within a sample has been discussed in the literature (Curran and Williamson 1986),

the density of measurements, what Maling (1989) calls the sampling fraction, is as

important, at least for geostatistical methods. These methods rely on a suÆcient

number of nearby sample measurements where each prediction will be made. Some

illustrative sampling fractions from the geostatistical literature are 0.6% (Isaaks

and Srivastava 1989), 1% (Journel and Alabert 1989), 7.5% (Olea and Pawlowsky

1996) and 1{12% (Chainey and Stuart 1998). However, in remote sensing studies

the fraction may be an order or more of magnitude smaller. A study of sampling

fraction could provide information to create heuristics for the choice of models and

methods.

The e�ective spatial resolution (Forshaw et al. 1983) brought about by the

sensor and platform characteristics, point spread function and atmosphere is the

support of image data. Though this value may not be known very well (Forshaw

et al. 1983, Fisher 1997), it can at least be approximated. It is a relatively consistent

value across any given scene for many sensors, except for those with widely varying

view angles (such as the NOAA Advanced Very High Resolution Radiometer) where

spatial resolution elements increase greatly in size outside the central swath. This

consistency of support makes geostatistical models, which rely on �xed support,

tenable. The 
ip side of this advantage is that for spaceborne sensors, supports are

usually much larger than those of ground measurements, particularly measurements

of vegetation amount. This support mismatch between image and ground measure-

ments creates problems for the robustness of prediction methods{ they may only be

applicable to the exact combination of supports for which they are developed unless

support e�ects are explicitly accounted for. One of the longstanding grails in remote

sensing is to apply methods developed with one sensor to data from a second sensor

(Wardley and Curran 1984, Ra�y 1994, Iverson et al. 1994). Change of support
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models are needed here (Atkinson 1997b, Dubayah et al. 1997, Ra�y and Gregoire

1998, Chen 1999), but they are complicated by the di�erences in radiometric char-

acteristics among sensors (Atkinson and Emery 1999). Careful choice of model and

methods to fully exploit the data is therefore crucial.

Certainly, a major advantage of remotely sensed image data is their exhaustive

spatial sampling of a region. Unfortunately, the actual measurement made by remote

sensors is of a variable that is only related indirectly to many of the biophysical,

ecological or other environmental processes of interest to researchers (Curran et al.

1998).

3.4 Conclusions

In this chapter, the groundwork has been laid for a comparison of aspatial regres-

sion, cokriging and conditional simulation. The three methods deal di�erently with

measurement error, measurement support, sample geometry, relative locations of the

measurements, spatial variability and spatial correlation and have, or fail to have,

the properties of exactness and optimality. Table 3.1 summarizes these properties.

While all methods have foundations in a random function model, the form of this

model, in particular whether it is composed of independent or dependent random

variables, creates major di�erences in the possible outcomes of prediction. Because

the forms of the random function model used to premise the methods are di�er-

ent, it is not possible to compare theoretically the potential accuracy of aspatial vs

geostatistical methods.

As Lesch et al. (1995) showed, if cokriging is applied to a purely random func-

tion model, the result is an aspatial regression prediction. So, a critical issue in

prediction is which form of the random function to rely on as a useful model. The

di�erence between geostatistical approaches and aspatial ones is the willingness to

take spatial dependence for granted and exploit it, or to ignore it and hope that it

does not reduce the quality of the resulting prediction. In fact, another term for the

aspatial regression could be nongeographical regression, since it uses a model that
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Table 3.1: Summary of the general properties of and characteristics taken into account

by three prediction methods. A `
p
' indicates the method has the property or preserves

the property in the spatial predictions.

Aspatial
regression

Cokriging Conditional
simulation

optimality
p p

exactness
p p

measurement error
p p p

measurement support
p p

measurement location
p p

sample geometry
p p

spatial variability
p

spatial correlation a
p

aExcept as a side-e�ect

is antithetical to geography's `�rst law' (see page 43).

For many geographical phenomena, there exist obvious spatial processes that

give rise to spatial dependence. In the case of vegetation amount, indirect envi-

ronmental factors often cause such dependence. For example, there exists spatial

continuity of climate, topography and soil attributes that provide growing condi-

tions and a substrate favorable to the development of certain ranges of leaf area.

Transport of seed is non-random, making nearby seed sources (and their concomi-

tant species mix and eventual development into canopies) more plentiful than those

farther away. Spatial continuity of human land use and ownership patterns also

a�ects vegetation, with the behavior of the tractor and the plow generating charac-

teristic spatial patterns. Natural disturbances such as �re and wind also a�ect large

areas. The choice of spatially dependent models would appear to be logical under

these conditions. Aspatial regression has been applied far more often in this context

than has any spatially dependent model however.

Theoretical di�erences among the methods may have less to do with their

relative frequency in the research literature than practical considerations. It is

likely that few workers in remote sensing have been familiarized with geostatistical
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methods of prediction. Other practical di�erences exist, with increasing complexity

in procedures, decreasing availability of software for implementation and decreasing

speed of computation in the progression from aspatial regression to cokriging to

conditional simulation.

Kriging variance maps are common in the geostatistical literature, in contrast

to aspatial regression studies where the standard error of estimate is most often

reported as a single number. In fact, spatial uncertainty description for continuous

variables is not yet routine outside of geostatistics and is currently an important

area of research (Lunetta et al. 1991, Openshaw 1992, Unwin 1995, 1996). Though

regression theory includes a fully speci�ed suite of uncertainty models, these have

not been used to describe error spatially in predictions of vegetation amount.

In the geostatistical approach, ground measurements are used directly in pre-

diction. Aspatial regression uses the ground sample values only to develop the

model; these values are ignored in the predicted map. The potential exists for bias

in the regression coeÆcients, especially without taking into account measurement

error in the ancillary variable. This kind of bias can cause large errors, especially

where values of the ancillary variable are far away from their mean. Geostatistical

methods have a di�erent disadvantage; in the absence of local data it may not even

be possible to make predictions at all. The tradeo�s involved in applying these

methods to synthetic and real data sets will be explored in the following chapters.

75



4 A synthetic analog to the remote sensing of vegetation

amount

In chapter 3, the theoretical elements of geostatistical prediction were contrasted

with those of aspatial regression. The purpose of this chapter is to begin to ex-

plore how these elements can be implemented in practice for the remote sensing of

vegetation amount. It compares maps resulting from aspatial regression with those

produced using cokriging and one type of conditional simulation called probability

�eld simulation. The features and tradeo�s involved in choosing a particular spa-

tial prediction method are discussed, especially the potential to generate accurate

predictions and descriptions of uncertainty. A remote sensing analogy is presented

to illustrate the application of each method and its results.

Statistical models of vegetation amount and predictions from them developed

from previous remote sensing studies cannot be compared quantitatively for several

reasons. As seen in chapter 2, speci�c models relating spectral data and vegetation

amount tend to be reported but not applied; if they are applied, they are not applied

in the same study area more than once. The unique characteristics of these studies,

their diverse combinations of variables, spatial supports and preprocessing steps,

preclude comparison of accuracy. Further, exhaustive description of a vegetation

amount variable is never available for a real data set. Information about true values

is always limited to a small subset of ground observations and even these contain

measurement error. To achieve an objective comparison of the actual accuracy

of maps predicted using alternative methods and to act as a benchmark data set

with which future developments in prediction might be tested, a synthetic data set

was constructed. Such data sets, with properties that are known completely, are

commonplace in image processing (Gregotski and Jensen 1993, Foody et al. 1995)

and geostatistics (Journel and Alabert 1989, Isaaks and Srivastava 1989, Zimmerman

et al. 1998).

The synthetic data set presented here is useful as an analog to data collected

for remote sensing studies. The data came from actual sensor data rather than being

76



generated from some ideal statistical model and therefore shared some of the quali-

ties of real data. But unlike a real data set, the synthetic data set allows objective

comparison of the consequences of using speci�c algorithms. It allows `controlled

experiments', in the sense that it provides consistency in some circumstances that

are likely to vary in real situations. For example, this analog does not address the

di�erent spatial supports of remotely sensed data and ground data. By controlling

for this factor, the e�ect of di�erent supports on the results is not included and

the comparison, although limited in scope, can be evaluated clearly. Results from

the synthetic data set are illustrative only { relative accuracies of spatial prediction

methods will di�er in every speci�c case and with sample size.

A major �nding of the studies reported in table 2.1 was that spectral variables

and vegetation amount are related. A next logical question is, how close does the

relationship have to be before prediction using spectral data as an ancillary variable

becomes more accurate than using vegetation amount data (as the primary variable)

alone? Another is, how close does the relationship between primary and ancillary

variables have to be for cokriging to be more accurate than aspatial regression? To

address these questions, the synthetic data set contains several alternative ancillary

images representing remote sensing data, each with a di�erent correlation with pri-

mary (representing vegetation amount) data. A similar synthetic data set was used

by Dungan et al. (1994), using a single ancillary image, to illustrate the possibility

of conditional simulation for mapping vegetation amount and an earlier version of

the results presented herein were reported by Dungan (1998).

4.1 The synthetic data set

The synthetic data were from an image obtained by NASA's Airborne Visible/Infrared

Imaging Spectrometer, AVIRIS (Vane et al. 1993), collected near the coast of Ore-

gon, USA on 14 August 1990. This sensor collects data in 224 contiguous visible and

near infrared bands that are, on average, approximately 10 nm wide. The close spac-

ing of the spectral bands leads to high correlation between adjacent bands; within
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a spectral region, this correlation tends to decrease as band separation increases. A

300 by 300 pixel subset from a single band (band 21, centered at 596.7 nm) was

selected from the AVIRIS image cube to represent a `true map' (�gure 4.1a), or

an exhaustive and error-free description of a vegetation amount variable. This ex-

haustive description of the primary variable is based on a support equal to the area

of one pixel. For AVIRS data, this support is approximately 20�20 m, or 400 m2.

Though the physical units of these data were those of radiance (�Wcm�2nm�1sr�1),

for the purposes of this study the data are assumed to be unitless.

Seven other bands from the AVIRIS cube in the visible region were selected

to represent remotely sensed images of the area, termed `ancillary images' herein.

These bands; 7, 9, 10, 12, 13, 15 and 22; represented a range of linear relationships

with the true map. The linear correlation coeÆcients (r) were .45, .55, .61, .75, .79,

.88 and .94 respectively.

4.2 Methods

4.2.1 Sampling from the data set

The use of synthetic data allows complete freedom in choosing samples to repre-

sent ground measurements of the primary variable. Spatial sampling includes sim-

ple random, strati�ed random, systematic and permutations thereof (Maling 1989).

Sampling designs of this type are known to be optimal and in some cases eÆcient

for estimating the regional mean and regional variance (deGruijter and terBraak

1990). Other designs may be more useful for estimating the semivariogram (Russo

1984, Morris 1991). For this study, a simple random sample design was chosen as a

compromise that does not have the eÆciency of a systematic design but is likely to

be superior to a systematic design for estimating the semivariogram because of the

increased number of pairs at smaller lags (Brus and deGruijter 1994). It also has

the advantage of a straightforward implementation.

As has been established in chapter 3, the speci�c objectives of spatial prediction

may dictate the choice of a prediction method. The optimal number of sampled
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Figure 4.1: (a) AVIRIS band 21 used as the true map (unitless) and (b) the locations

of the 300 sample pixels from the true map (symbols do not represent the actual size of

pixels, but are enlarged for visibility).
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values also varies depending on estimation or prediction objectives (Cressie 1991).

Sample sizes of 50, 100, 200, 300, 400 and 500 from the true map (�gure 4.1a)

were used to show the variation in estimates of the regional mean, variance and

semivariogram. One hundred sample sets of each size were taken from the true map

and these three statistics were calculated from each set (�gure 4.2). The regional

mean and variance calculated from these sets were unbiased (�gure 4.2a, b), with

increasing sample size showing diminishing returns after a sample size of about 200.

Figure 4.3 shows the semivariograms resulting from ten sample sets of each size. The

root-mean-square-error between the semivariogram estimated from each sample set

and the exhaustive semivariogram (�gure 4.2c) indicated an eventual convergence

toward 0, again with the variance decreasing slowly after a sample size of 200.

These considerations led to the choice of a simple random sample of 300 pixels

(or .3% of the true map) to represent ground-based measurements of the primary

variable (�gure 4.1b); these were the primary data. The ancillary images were

utilized one at a time in combination with the primary data to predict the values

in the true map using regression, cokriging and probability �eld simulation. The

predicted maps were then directly compared with the true map.

4.2.2 Aspatial regression

Scatterplots of primary data with their collocated values from each ancillary image

(�gure 4.4) showed apparently linear relationships. Linear correlations between the

300 collocated primary and ancillary data (table 4.1) were similar to the coeÆcients

from the exhaustive population (the true map with each ancillary image).

The 300 primary data representing the ground measurements were treated as

the response variable in linear regressions with the 300 collocated values from each

ancillary image representing the explanatory variable. Regressions were of the form:

p(xi) = �0 + �1a1(xi) + � (4.1)

where p is the primary variable at a location xi, �0 and �1 are coeÆcients of the
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Figure 4.2: Statistics from random samples of di�erent sizes from the true map: (a)

mean, (b) standard deviation and (c) root-mean-square error between the semivariogram

calculated from each sample and the true map's exhaustive semivariogram.
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Figure 4.4: Scatterplots of primary data versus collocated values from ancillary data from

(a) band 7, (b) band 9, (c) band 10, (d) band 12, (e) band 13, (f) band 15 and (g) band
22.
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Table 4.1: Parameters of the regression models (�0 and �1) and correlation coeÆcients

(r) between the collocated primary data and the ancillary data from bands 7, 9, 10, 12,

13, 15 and 22.

Ancillary
image band �0 �1 r

7 66.81 0.42 .41
9 3.32 0.56 .53
10 -8.01 0.64 .54
12 -102.71 0.87 .72
13 -134.54 0.95 .82
15 -99.76 0.81 .87
22 70.28 0.90 .94

model, a1 is the ancillary variable and � is the error, the di�erence between predicted

and true values. Ordinary least squares was used to obtain the coeÆcients (table

4.1).

The regression equation for each ancillary image was applied to all 90000 pixels

in it to predict the primary variable. The variance of the prediction at each grid cell

was also generated using equation 3.22.

4.2.3 Cokriging

To implement cokriging, a �rst step is the description of spatial dependence of the

primary and ancillary variables. A model was �t to the omnidirectional semivari-

ogram (
p(h)) calculated from the 300 sample values from the true map,


p(h) = 160 + 1410Exp7(h) + 1600Sphr80(h) (4.2)

where Exp7(h) represents an exponential model with range 7 pixels and Sphr80(h)

represents a spherical model with range 80 pixels. The spherical and exponential

models are two of the basic semivariogram models that prevent negative variances

in kriging systems (Armstrong and Jabin 1981). The notation used here is that of
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Table 4.2: Parameters of the semivariogram models used for cokriging, where C0 is the

nugget variance, C1 is the coeÆcient on the exponential model and C2 is the coeÆcient

on the spherical model. 
a(h) is the semivariogram model for the ancillary variable from

the band listed in the left column and 
pa(h) is the cross-semivariogram for the ancillary

variable with the primary variable.

Ancillary 
a(h) 
pa(h)
band C0 C1 C2 C0 C1 C2

7 1980. 430. 550. 1. 400. 1000.
9 1250. 490. 570. 1. 810. 780.
10 1050. 600. 450. 1. 740. 760.
12 560. 850. 650. 1. 900. 1000.
13 480. 900. 850. 1. 900. 1100.
15 350. 1460. 1400. 1. 1400. 1450.
22 160. 1410. 1870. 1. 1400. 1700.

Isaaks and Srivastava (1989), where Sphr� is shorthand for the spherical model:


(h) =

8><
>:

1:5h
�
� 0:5(h

�
)3 if h � �

1 otherwise
(4.3)

and Exp� is shorthand for the exponential model:


(h) = 1:0� e(
�3h

�
) (4.4)

Models were also �t to the exhaustive omnidirectional semivariograms (
a(h))

calculated for each of the seven ancillary images and the cross-semivariograms

(
pa(h)) between the primary sample data and the collocated ancillary data (ta-

ble 4.2) to form a linear model of coregionalization (Isaaks and Srivastava 1989).

The constraint placed on the cokriging weights was
PN1

j=1 �j +
PN2

l=1 !l = 1, because

this emphasizes the ancillary data more than the traditional alternative constraints

where the sum of the weights on ancillary data is 0 (Isaaks and Srivastava 1989,

Dungan et al. 1994). The cokriging variance model (equation 3.25) was used to

generate cokriging variance maps for each prediction.

Cokriging was applied to the 300 sample values with each of the seven ancillary
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images using the code cokb3d (Deutsch and Journel 1992). A search neighborhood

of 90 pixels, just beyond the range of the semivariogram model, was used for both

the primary and ancillary data. To indicate the potential for prediction with no

ancillary (remote sensing) data, a prediction was also made using ordinary kriging

with just the 300 primary data. Ordinary kriging was accomplished with okb3d

(Deutsch and Journel 1992).

4.2.4 Conditional simulation

To generate probability �eld simulations (Srivastava 1992), the primary data were

�rst transformed to a uniform distribution. The omnidirectional semivariogram of

the transformed data was then modeled by


u(h) = :02 + :032Exp7(h) + :03Sphr80(h) (4.5)

Thirty unconditional simulations (three are shown in �gure 4.5) were generated to

re
ect this uniform-score semivariogram using the sequential Gaussian simulation

code sgsim (Deutsch and Journel 1992). In general the exhaustive omnidirectional

semivariograms of the probability �elds satisfactorily �t the experimental variogram

(�gure 4.6). Departures from a single model can be ascribed to the small sample

size as seen in �gure 4.3c.

The probability �elds were then used to draw from the local conditional distri-

butions de�ned by the cokriging variance (equation 3.25) to create thirty realizations

for each of the ancillary images. The code used to accomplish this was written in

the Interactive Data Language (IDL, Research Systems Inc., Boulder, CO). The

variance among the thirty realizations at each pixel was computed as a description

of uncertainty.
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Figure 4.5: Three of the 30 probability �elds. The grey scale ranges from black (repre-

senting 0) to white (representing 1).
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Figure 4.6: Semivariogram values from the uniform scores of the primary data ({�{) and
exhaustive omnidirectional semivariograms from seven probability �elds ( ).
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Figure 4.7: Maps resulting from the regression method applied using (a) band 7, (b) 12

and (c) 22; maps resulting from the cokriging method applied using (d) band 7, (e) 12

and (f) 22 and single realizations from probability �eld simulation using (g) band 7, (h)

12 and (i) 22. The color scale is unitless.
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4.3 Results

For all three methods, the accuracy of predictions increased with increasing corre-

lation between primary and ancillary data, as expected. This progression is seen

in �gures 4.7a-c, which shows maps predicted with regression using bands 7, 12

and 22 respectively. The map predicted with band 7 (�gure 4.7a), was noisy and

shows little continuity and few areas of extreme values. The prediction with band

12 (�gure 4.7b), was more accurate and that predicted with band 22 (�gure 4.7c)

was diÆcult to distinguish from the true map (�gure 4.1a).

Maps predicted with cokriging (�gures 4.7d-f ) showed a more consistent re-

semblance to the true map and had a `smooth' character not seen in the regression

predictions. Single realizations from probability �eld simulation are shown in �g-
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ures 4.7g-i. Simulations using poorly correlated ancillary data, such as �gure 4.7g,

appeared to do almost as well as cokriging in predicting areas of low and high values.

But realizations using the most highly correlated ancillary data (�gure 4.7i) were

less similar to the true map than were the corresponding cokriging and regression

predictions.

The overall accuracy of each predicted map can be measured using the root-

mean-square-error (RMSE) between it and the true map. The RMSE from ordinary

kriging with just the 300 primary data was 43; ancillary data that do not increase

accuracy beyond this value are not likely to be considered useful. The trends of

RMSE with the correlation coeÆcient of the ancillary data (�gure 4.8) showed that

cokriging was always more accurate than kriging for these particular ancillary data

and that it exceeded the regression and simulation in accuracy until the correlation

coeÆcient (r) was greater than �.89 at which point regression was the more accurate

predictor. RMSE values from all 30 realizations of each probability �eld prediction

are plotted, showing a wide range of accuracies with ancillary band 7 and a narrowing

range as the correlation increases. This was consistent with the idea that uncertainty

decreases as an ancillary variable is more closely related to the primary variable.

Use of ancillary data with regression did not increase accuracy over ordinary kriging

until r was greater than .6. Likewise, for accuracy to increase with probability �eld

simulation using ancillary data, the r needed to exceed �.75.
How closely do the image data and ground data have to be related for the image

data to reduce uncertainty about the primary variable? There is no analytical

method for answering this question. Extrapolating from the results here implies

that the correlation coeÆcient r between primary and ancillary variables would

have to exceed around .3 for the root-mean-square error of cokriging to be less than

that from ordinary kriging. Kupfersberger and Bloschl (1995) tested data sets with

correlations of .4, .6 and .8 and found ancillary data with r values as low as .6 were

signi�cantly informative in estimation via cokriging. Asli and Marcotte (1995)'s

results were similar, with .4 found to be the threshold. Yates and Warrick (1987)

suggested that .5 is a threshold.
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Figure 4.8: The trend in root-mean-square-error (RMSE) among maps predicted with

the three methods as a function of the correlation between the primary and ancillary

information. The prediction resulting from ordinary kriging with 300 primary data only

is plotted for reference.
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Predicted maps whose univariate distributions were closest to that of the true

map appeared to be those from probability �eld simulation. Q-Q plots (�gure 4.9)

of single probability �eld realizations were closer to the 1:1 line than are those

from cokriging or regression. Both geostatistical methods also had better pattern-

preserving qualities than did regression, at least when ancillary data were not very

closely related to the primary. This is expressed in a comparison between exhaustive

semivariograms of predicted and true maps (�gure 4.10). The shapes of semivar-

iograms from probability �eld simulation were always similar to that of the true

map, although the sill was underestimated, while regression-predicted maps' semi-

variograms were 
atter from six of the seven regressions.

Maps resulting from the prediction variance models of the three methods

showed di�erent magnitudes and patterns (�gure 4.11). The variance of predic-

tion from regression was spatially more homogeneous than the others; what small

variation there was followed the pattern of the ancillary data values. The cokriging
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Figure 4.9: Q-Q plots representing the correspondence between the true distribution of

the primary variable and that of predicted maps using ancillary images from (a) band 7,

(b) 12 and (c) 22.
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Figure 4.10: Exhaustive omnidirectional semivariogram calculated from the true map

( ) compared with those calculated with the predicted maps ( ) using the seven

ancillary images (bands 7, 9, 10, 12, 13, 15 and 22) and (a) regression, (b) cokriging and

(c) a single probability �eld realization.
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Figure 4.11: Square root of prediction variance maps modeled from (a) regression (b)

cokriging and (c) probability �eld simulation. The grey scale is unitless.

a b c

20 60

variance pattern was virtually a map of sample data location, with variance increas-

ing isotropically with distance from sample locations. Variance among probability

�eld simulation realizations was a mixture of both patterns.

4.4 Discussion

Relationships between remotely sensed variables and ground measurements of vege-

tation amount are often statistically signi�cant but not strong. For example, Friedl

et al. (1994) reported signi�cant correlation coeÆcients ranging between .57 and
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.68 for grassland LAI and Kauth-Thomas greenness derived from coincident TM

images. In a review of relationships between Landsat Thematic Mapper data and

conifer forest stand variables (Lambert et al. 1995), values ranged from .17 to .96,

some of which were signi�cant. Table 2.1 includes many other examples where re-

lationships contain substantial scatter. Holmgren and Thuresson (1998) conclude

that these generally low correlations imply that remote sensing is not useful for pre-

dicting vegetation amount of forests. In cases where linear correlations are low and

sample number is suÆcient, cokriging has the potential to make accurate predictions

and should be considered an alternative to aspatial regression. In the simple analog

described here, cokriging increased overall accuracy by 8% to 23% when correlation

coeÆcients between ancillary data and primary data ranged from .88 to .45.

The emphasis on regression in the remote sensing literature can be explained by

its simplicity and the wide availability of software to implement it. These practical

advantages can be outweighed by the need for spatial prediction techniques that fully

exploit the information content of remotely sensed ancillary data. Other advantages

of geostatistical methods are the inclusion of measurement error for the ancillary

data, the consideration of measurement location and sample arrangement and the

exploitation (instead of the neglect) of spatial autocorrelation.

Because the estimation of semivariograms requires, at the very minimum, 100

sample measurements (Webster and Oliver 1992), geostatistical methods may appear

impractical to investigators wishing to map vegetation amount. The synthetic data

set illustrated in this paper used 300 randomly placed sample locations. This is

a large number, uncommon in most �eld campaigns. But Curran and Williamson

(1986) point out that sample sizes as large as this are usually not suÆcient, even for

an aspatial regression prediction of the regional mean. If investigators want accurate

spatial predictions, increasing sample size will be an important factor regardless of

the method used. Sampling design is an important factor as well, since purposive

sampling has been used almost to the exclusion of design-based spatial sampling

schemes in �eld studies of vegetation amount (see chapter 2).

Though geostatistical methods are considered multivariate (it is theoretically
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possible to include more than one source of ancillary data into the predictions), prac-

tical considerations in modeling a valid linear model of coregionalization e�ectively

discourage their use with more than one co-variate data source. In cases where two

or more such sources are deemed relevant, they could be combined into a single

ancillary variable for cokriging or conditional simulation. Multivariate aspatial re-

gression su�ers from no such limitations. The only barriers to the inclusion of a large

number of co-variates in regression is the need to avoid over-�tting and collinear-

ity. Though additional ancillary data will usually increase correlations among the

sample data, this does not ensure increasing prediction accuracy.

Probability �eld simulation does not increase overall accuracy over regression

methods in the analog reported here, nor would it in real applications. But this

method does have promise in providing spatial predictions that are more accurate

in their aggregate characteristics, their univariate and spatial statistics, which can

be particularly important when the predicted maps are used to locate extreme val-

ues or when they are used in combination with other variables in deterministic

process models (Abdulla and Lettenmaier 1997). In addition, the variation among

and between realizations has the potential to become a useful model of prediction

uncertainty.

4.5 Conclusions

This chapter has highlighted some of the considerations in the selection of a method

which uses remote sensing as supporting information for quantitative, spatial pre-

diction. Though traditional, aspatial regression is likely to be less accurate than

cokriging in situations where radiance or re
ectance are not highly correlated with

the vegetation variable of interest. Neither regression nor cokriging have the advan-

tages of conditional simulation for the reproduction of univariate distribution and

spatial pattern in predicted maps.

The uncertainty model from the regression method is completely data-value

dependent, whereas that from kriging is completely data-location dependent. The
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uncertainty model from conditional simulation methods is dependent on both loca-

tion and value and therefore should be more useful in describing the geographical

distribution of prediction uncertainty. But since geostatistical approaches to the

remote sensing of vegetation are very new, only practical experience with real data

will bear out this potential.

Given the many alternatives, how can a choice of a spatial prediction method

be made? Criteria upon which to base such a choice include the strength of the

relationship between the vegetation variable and remote sensing data, the number

of ground measurements collected, the need for an uncertainty description, the scale

required for the result, and the character of autocorrelation measured or expected

at a given support. No one method is best suited for all situations and goals.
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5 Predicting canopy cover in western Montana using ground

and image data

In chapter 4, aspatial regression was contrasted with two geostatistical methods,

cokriging and conditional simulation in a study using synthetic data as an analog to

the remote sensing of vegetation amount. These analog data allowed direct control

over issues of spatial support, measurement error and sampling design so that pre-

diction methods could be applied and compared easily. With real data, these factors

often present major challenges to analysis. It is therefore important to investigate

the three prediction methods in the context of real data to see how the outcomes are

a�ected by these factors. This chapter is an analysis of actual vegetation amount

and remotely sensed data from a region surrounding Flathead Lake, Montana. The

primary vegetation amount variable was canopy cover (%) measured at an unusu-

ally large number of locations by the US Forest Service (USFS) during two seasons.

The ancillary variable was calculated using spectral re
ectance data from two dif-

ferent satellite sensors (measuring at two di�erent spatial supports), Landsat TM

and NOAA AVHRR.

5.1 Methods

5.1.1 Study region

The study region is located within western Montana, USA, just west of the Continen-

tal Divide and surrounding Flathead Lake, the largest natural freshwater lake in the

western United States (�gure 5.1). The region includes federally designated wilder-

ness, where commercial developments, roads, motorized transportation, buildings or

other permanent structures and commercial logging are prohibited. Wilderness ar-

eas include the Bob Marshall Wilderness, approximately 385,000 hectares (950,000

acres) north of Lolo National Forest and the Mission Mountain Wilderness, 31,000

hectares (76,000 acres) comprising a portion of the Swan Mountain range and lo-

cated east of the Flathead Indian Reservation (Graetz 1985). The national forests
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Figure 5.1: The study region location within the state of Montana; inset shows major park

and national forest boundaries and major lakes. The subarea outlined with dashed line

is described in section 5.1.5. Source: Digital coverages from the Montana State Library,

Helena, MT.
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including the Flathead and Lolo (see key in �gure 5.1), where logging occurs through

leases to private companies, comprise more than 1.6 million hectares (four million

acres). The two largest settlements in the region are Kalispell (population around

12,000) just north of Flathead Lake and Polson (population around 3,500) just south

of it (US Census Bureau 1990 estimate).

The oldest recognized geological formation in this region is the Precambrian

Belt formation, comprised of primarily sedimentary rock which extends beyond west-

ern Montana to northern Idaho and into British Columbia (Fields 1971). This for-

mation, along with sedimentary rock formed during Paleozoic and Mesozoic eras,
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was reshaped during the collision of the North American continent with the Pa-

ci�c plate that began 175 million years ago. Particularly rapid tectonic movement

70 to 90 million years ago is presumed to have created the Rocky Mountain range

and the overthrust belt, where slabs of older Belt rock lie over younger formations

at a multitude of angles. These processes generated the modern-day relief of the

area, ranging from around 800 m to around 3,000 m above sea level. Other major

geological features of the region were formed in the late Pleistocene, with two ma-

jor glaciations called the Bull Lake and Pinedale, the latter ending approximately

10,000 years ago (Alt and Hyndman 1986). Classical U-shaped valleys and glacial

sediments on the valley 
oors characterize the study region. Flathead Lake �lls a

basin formed during glaciation.

The region has a diverse climate, determined to a large extent by orographic

e�ects. The 30-year average maximum daily temperature in the coldest month

(January) is around 0ÆC and the minimum is around -10ÆC. The average maximum

daily temperature in the warmest month (July) is around 26ÆC and the minimum

is around 8ÆC (Western Regional Climate Center, Reno, Nevada). Snow generally

falls between September and May, with a total annual snowfall of nearly 1.5 m in

Kalispell. Precipitation as rain totals on average between 38 to 76 cm (15 and 30

inches) per year.

The study region is within the southernmost extent of the boreal zone in North

America (Schultz 1995), where conifers predominate. The tree species character-

izing the forests of the region are evergreen conifers such as Douglas �r (Pseudot-

suga menziesii), Ponderosa pine (Pinus ponderosa), lodgepole pine (Pinus contorta),

Subalpine �r (Abies lasiocarpa) and Engleman spruce (Picea englemannii). Other

prevalent species include the deciduous conifer larch (Larix occidentalis) and decidu-

ous broadleaves such as black cottonwood (Populus trichocarpa) and aspen (Populus

tremuloides). Patterns of forest growth are controlled primarily by aspect, altitude,

�re history, land use practice and hydrology (�gure 5.2). South-facing slopes tend

to have more open canopies with less cover than north-facing slopes (Lathrop and

Pierce 1991). Clearcuts, both recent and decades old, often have much lower cover
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Figure 5.2: View of a typical watershed in the study region, showing variation in canopy

cover governed by land use, aspect and elevation.

values than surrounding tracts and are often the most visible features on the land-

scape. Riparian areas are often zones of high canopy cover because of increased

water availability. The understory typically is composed of grass or shrub species;

common examples are beargrass Xerophyllum tenax or snowberry Symphoricarpos

albus (Jensen et al. 1992).

5.1.2 Ground measurements

Investigations of relationships between vegetation amount and remotely sensed spec-

tral data have rarely had access to large numbers of ground measurements, especially

in forest environments. Forest measurements are particularly time-consuming and

labor intensive both because of the logistics of travel to roadless areas and because of

the inherent diÆculties in characterizing forest stands. Because governments can de-

ploy greater resources to achieve larger sample sizes, government-sponsored sampling

campaigns can be more suited to regional analysis with remotely sensed data than

the limited �eld campaigns most commonly reported in chapter 2. In this study, the
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Figure 5.3: The number of ECODATA plots surveyed between 1986 and 1996.
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USFS's Ecosystem Inventory and Analysis (`ECODATA') database (Jensen et al.

1992) was used as a source of plentiful ground measurements. The USFS has been

developing standard protocols for forest survey and has built up a database on over

6,000 plots (�gure 5.3) in and beyond the study region. The database includes ob-

servations of vegetation amount and therefore provides a valuable opportunity for

testing relationships and developing predictive models.

The ECODATA database includes information from surveys that took place

between 1986 and 1996. Surveys were undertaken for di�erent reasons, such as

vegetation, soil or riparian inventories, maps of existing vegetation or site potential.

The database was constructed from the surveys using a standardized coding scheme.

Depending on the purpose for a given survey, di�erent quantities were measured at

each plot location, though all shared a basic set (Jensen et al. 1992). As far as a

spatial sampling design most of these surveys can be considered purposive, since

plot locations were not chosen as a probability sample. Locations were chosen

subjectively, but without any preconceived bias (Mueller-Dombois and Ellenberg
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1974). The criterion of a `relatively uniform plant community and environment'

was used for speci�c selection of plots (page 2{1, Jensen et al. 1992). The basic

spatial sampling unit for ECODATA ground measurements used in this study is the

`macroplot', a circular area with an 11.3 m (37 foot) radius. The support of these

measurements is therefore about 400 m2, or about one-tenth of an acre.

There were over 200 �elds of information for each plot stored in the database.

For example, location information was held in twelve �elds, with �elds for latitude

and longitude degrees, minutes, seconds and hundredths of seconds, northings and

eastings, Universal Transverse Mercator (UTM) zone and datum year. In the �rst

years of the survey, plot locations were obtained by reading 1:24,00 scale maps and

recording UTM coordinates with the 1927 North American Datum (NAD27). In

more recent surveys, locations were obtained exclusively using Global Positioning

System (GPS) units and recorded in latitude/longitude. At each location, data

on dominant and co-dominant overstory and understory species, size and height

structure of living and dead trees, disturbance history (such as �re and management

practices), and habitat, soil and landform characteristics were recorded. Sampling

was done by USFS personnel primarily between June and September in each year.

The years with the second and third most abundant measurement plots, 1083 in

1988 and 876 in 1994 (�gure 5.3), were used. Measurement plots were most plentiful

in 1986 but their spatial extent was too limited for the purposes of this study. More

than twenty people were involved in sampling in 1988 but only two individuals in

1994. Treating these two years separately allows analysis on each to be compared.

For this study, total canopy cover was considered the variable representing

vegetation amount. The de�nition of canopy cover used for the ECODATA mea-

surements was `The percentage of the ground included in a vertical projection of

imaginary polygons drawn about the total natural spread of foliage of the individ-

uals of a species' (page 43, Daubenmire 1968). Separate estimates of tree canopy

cover for saplings, poles and trees were made in each stand, as well as the total.

The estimates were made by eye by trained personnel. Di�erent individuals were

involved in sampling in each year, with certain experienced individuals providing
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Table 5.1: Codes used for ranges of canopy cover values in ECODATA.

Class code Range of cover (%)
00 0
01 0{ <1
03 1{ <5
10 5{ <15
20 15{ <25
30 25{ <35
40 35{ <45
50 45{ <55
60 55{ <65
70 65{ <75
80 75{ <85
90 85{ <95
98 95{ 100

continuity across several years. The measurement scale for canopy cover (Bonham

1989) has an interval between recorded values around 10% throughout most of the

range with a greater precision in the sparsest canopies (table 5.1). The stated accu-

racy standard is � one class (Jensen et al. 1992) though no information was available

to verify whether this was achieved.

The distributions of the 1988 and 1994 canopy cover data were quite similar

in shape (�gure 5.4a and b) and clearly nonnormal. There appeared to be a larger

proportion of small values in 1994 compared to 1988 (�gure 5.4c). The Kolmogorov-

Smirnov test rejects, at the 99% con�dence level, that the two data sets come from

the same distribution. The lack of randomness in the spatial sampling design makes

it diÆcult to say with con�dence that these plots were representative of the popu-

lation of canopy cover values. The larger 1988 survey included more plots that were

farther a�eld than the 1994 survey. Possible explanations for the observed di�erence

in the canopy cover distribution are an actual decrease in canopy cover over these six

years, sampling bias because of the di�erent individuals making the measurements

or simply because the geographical locations of the ECODATA plots were di�erent

in the two years.
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Figure 5.4: (a) Histogram of the 1988 canopy cover data, (b) histogram of the 1994

canopy cover data and (c) quantile-quantile plot of the 1994 vs 1988 canopy cover data.
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5.1.3 Remotely sensed data

Landsat Thematic Mapper data

Two Landsat TM images from Path 41 Row 27 were acquired, one from August

28, 1988 and the other from September 27, 1993. The area represented by these

images extends from 115Æ30'W to 113ÆW and 46Æ30'N to 48Æ15'N and covers the

study region. The data were supplied by the US Geological Survey's (USGS) Earth

Resources Observation Systems (EROS) Data Center. The thermal waveband (band

6) was not used. Because the number of ECODATA measurements collected in

1993 was insigni�cant, the 1993 scene was considered to be coincident to the 1994

ECODATA measurements. When these data are discussed together herein, they are

sometimes referred to as `1993' data for convenience.

Preprocessing steps used to obtain re
ectance values from these images at

the ECODATA plot locations include geometric and radiometric processing. The

two images supplied by EROS represented di�erent levels of processing along this

path. The 1988 image was produced by the EROS Digital Image Processing System

(EDIPS, US Geological Survey 1977). E�ects of nonlinear scanning by the sensor's

mirror, sequential detector sampling, detector o�sets, Earth curvature and rota-

tion and other e�ects were compensated for, but the image was described by pixel

coordinates only and was not georeferenced.

The 1993 image was one of a set from the Multi-Resolution Land Characteris-

tics (MRLC) program and as such was processed further than the 1988 image. The

MRLC program (Vogelmann et al. 1998) was a cooperative e�ort among three US

Government agencies, including the US Environmental Protection Agency (EPA),

USGS and NOAA. The agencies pooled their resources to acquire at least one Land-

sat TM image for every path and row (430 images) in the conterminous United

States during the growing seasons between 1990 and 1994. Land cover classi�ca-

tions generated from these images provided a comprehensive description of land use

patterns across the country. Protocols for MRLC data established by EROS Data

Center guaranteed a more uniform set of geometric and radiometric processing steps
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than would be possible under other circumstances. These steps included system-

atic correction as in the 1988 image, debanding to reduce the variation across the

16 detectors (Jensen 1996), recti�cation to a UTM projection with the 1983 North

American Datum (NAD83) and correction for relief displacement (Vogelmann et al.

1998). EROS used at least 20 ground control points (GCPs) collected from 1:100,000

Digital Line Graph data and/or 1:24,000 USGS topographic maps and accomplished

the recti�cation with a �rst-order polynomial model. Twelve or more GCPs were

used to check that locational errors were on average less than 1 pixel. Cubic con-

volution was used for resampling (Appendix A). A digital elevation model was also

provided with the MRLC data.

To bring the 1988 image to the same projection as the 1993 image, the latter

was used as a reference, exploiting the fact that MRLC processing achieved recti-

�cation with small errors. Twenty-�ve spatially well-distributed GCPs in the 1988

image were chosen that corresponded with pixels in the MRLC image. These points

were used in a collinearity solution that includes the e�ects of relief displacement

(ERDAS 1997). According to Pala and Pons (1995), relief displacement could cause

location errors of more than 10 pixels in this scene, given the high elevations present

(maximum elevation = 2,890 m). Nearest-neighbor resampling was used to min-

imize the support change that comes with smoothing. An average error of 0.41

pixels (12.3 m) occurred with the 25 control points and 0.49 pixels (14.7 m) with

six independently chosen test points.

A deterministic approach was chosen to remove atmospheric path radiance and

estimate surface re
ectance (%) from the digital numbers (DNs) in each TM band

for both years. The �rst step in this procedure was to convert the DNs to at-sensor

radiance. Several studies have attempted to quantify the radiometric degradation

in TM sensitivity over time (Moran et al. 1995, Olsson 1995, Thome et al. 1997).

The calibration coeÆcients of Olsson (1995) were used to obtain radiance (L) in

W �m�2 � sr�1 � �m�1 (table 5.2) for each band:

L = Lmin + (
Lmax � Lmin

255
)DN (5.1)
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Table 5.2: TM calibration coeÆcients in units of W �m�2 � sr�1 � �m�1 applied in equa-

tion 5.1.

Scene Date CoeÆcient Band 1 Band 2 Band 3 Band 4 Band 5 Band 7

1988 Lmin 0 0 0 0 0 0
Lmax 153.6 299.6 205.5 207.7 27.56 14.53

1993 Lmin -1.50 -2.80 -1.20 -1.50 -0.37 -0.15

Lmax 152.1 296.8 204.3 206.8 27.19 14.38

Olsson's study encompassed 1988 to 1991, so there was less con�dence in extending

his results beyond 1991 to the 1993 scene. In fact, the coeÆcients when extrapolated

to 1993 imply negative at-sensor radiances in TM bands 5 and 7 for dark objects.

These were set to 0 in subsequent analysis.

From at-sensor radiance, assuming a Lambertian surface under cloudless con-

ditions, surface re
ectance can be calculated using the equation:

� = 100
�(L� Lp)=E

1 + s�(L� Lp)=E
(5.2)

where Lp is the upwelling radiance of the atmosphere, also called path radiance;

s is the proportion of radiation backscattered by the atmosphere and E is the

downwelling irradiance (Chandrasekhar 1960). Since Lp, E and s all depend on

atmospheric conditions that vary, especially aerosol content, many e�orts to derive

surface re
ectance from remotely sensed data rely on coincident measurements of

these conditions (Holm et al. 1989, Spanner et al. 1990, Moran et al. 1992). In this

study, coincident measurements were not available. In addition, there was evident

spatial variation of atmospheric conditions in the the images, so the measurement

of atmospheric optical properties at a single location was not suÆcient. For these

reasons, the algorithm of Liang et al. (1997) seems promising. This whole-scene

correction algorithm considers aerosol optical depth as spatially variable and esti-

mates it from dark objects found within small windows. No independent estimates

of atmospheric conditions are needed for this algorithm. However, problems with

the software implementation of the algorithm (Liang, personal communication) pre-
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vented its use for this study.

An alternative whole-scene correction algorithm was found in Wrigley et al.

(1992). This algorithm contained several simpli�cations to allow correction on mil-

lions of pixels within a reasonable amount of time. It assumed spatially invariant

aerosol optical depth and irradiance, neglected di�use irradiance (skylight) and de-

scribed Rayleigh and aerosol scattering separately (the `single-scattering' approxi-

mation). The algorithmwas applied by Wrigley et al. (1992) on data from FIFE1 and

HAPEX2, achieving accuracy of within 10% of measured values of surface re
ectance.

It was applied to the 1988 and 1993 TM scenes to estimate surface re
ectance.

A visibility value of 10 km was reported at the Kalispell airport (located just

north of Flathead Lake) on September 27 1993 (National Climate Data Center,

Asheville, North Carolina). It is a common practice at airports to use 10 km as

the maximum visibility value and in fact none of the values in the meteorological

database show values exceeding 10. A safe inference from this information was that

the visibility on the 1993 date was equal to or greater than 10 km. No historical

visibility data were available from the 1988 data.

To obtain estimates for aerosol optical depth, the atmospheric radiative transfer

code 6S (Second Simulation of the Satellite Signal in the Solar Spectrum, Vermote

et al. 1997) was used to characterize dark objects in the scenes. Big Salmon Lake,

a glacial lake within the study region (�gure 5.1) at an elevation of 1,313 m, was

used as a dark object. In an approach similar to that of Olsson (1995), 6S was run

iteratively, changing the visibility parameter until surface re
ectance in TM band 1

fell between 2 and 3%. The calibration coeÆcients from table 5.2 yielded at-sensor

radiances for the darkest pixel in this lake that were remarkably similar for the two

scene dates (table 5.3). Accordingly, a visibility value of 15 km was used for both

the 1988 and 1993 scenes. Aerosol optical depths used in the Wrigley et al. (1992)

algorithm were therefore the same for the two dates and the irradiance di�erences

were a function of solar position (table 5.3).

1First ISLSCP (International Satellite Land Surface Climatology Project) Field Experiment,
(Sellers et al. 1992)

2Hydrologic and Atmospheric Pilot Experiment, (Prince et al. 1995)
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The atmospheric correction program was run using the parameters obtained

from 6S. Water vapor was neglected. Output (o) from the program in two-byte

format was transformed to re
ectance (%) using

� = 100o=(1 + so) (5.3)

The Normalized Di�erence Vegetation Index (NDVI) was calculated for the

TM images as

NDV I = (�NIR � �R)=(�NIR + �R) (5.4)

where �R is re
ectance in band 3 (0.63-0.69 �m) and �NIR is re
ectance in band 4

(0.76-0.9 �m).
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NOAA AVHRR data

NOAA AVHRR data were acquired as near to the dates of the TM images as pos-

sible. Images judged to be of good quality from August 27, 1988 from the NOAA-9

satellite and September 29, 1993 from the NOAA-12 satellite were in the EROS

archive. Geometric and radiometric processing was done by EROS according to Ei-

denshink and Faundeen (1994), including calibration according to Teillet and Holben

(1993). No information was given in Eidenshink and Faundeen (1994) about the re-

sampling method used. The resulting images represented re
ectance in each of the

�ve AVHRR bands. The map projection used by EROS was UTM with NAD27

datum.

The NDVI was also calculated for the AVHRR images using equation 5.4 where

�R is re
ectance in band 1 (0.58-0.68 �m) and �NIR is re
ectance in band 2 (0.725-1.0

�m).

5.1.4 Collocation of ground and remotely sensed data

Coordinate transformations were needed to �nd corresponding ECODATA plots and

remotely sensed measurements at pixels. The 1988 ground locations were originally

recorded in UTM with NAD27 datum. These points were transformed to the NAD83

datum using the High Performance GPS Network conversion method in Arc/Info

(ESRI, Redlands, CA) to match the TM image data. The 1994 ground data were

recorded in latitude and longitude to the nearest hundredth of a second. These

were projected to UTM with NAD83 for comparison with TM and to UTM with

NAD27 for comparison with AVHRR data. In this region of the country the e�ective

distance between coordinates expressed in the NAD83 datum and those expressed

in the NAD27 datum is 220 to 230 m. The number of ECODATA plots occurring

within the TM image area was 335 for 1988 and 344 for 1993.

Plot locations used in this study on a representation of a Digital Elevation

Model (�gure 5.5) show that the majority of the plots were in the Swan Valley and

South Fork of the Flathead River drainage. Others were in the upper reaches of
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the Middle Fork of the Flathead River drainage a few miles west of the Continental

Divide, with another cluster east of Flathead Lake in the Salish range.

To increase con�dence that the image data and ground data were in the same

coordinate system, elevation values recorded in ECODATA were compared with el-

evations in corresponding pixels from the DEM. The mean elevation discrepancy

was less than 10 m, less than the contour interval for the 1:24,000 scale maps from

which DEM's are generated; this was taken as an indication the collocation was

successful. The root-mean-square-error (RMSE) was 60 m; the correlation between

the two measures was 0.93. (�gure 5.6a and b). Di�erences between the values at

corresponding locations can be ascribed to measurement and data-recording errors

by �eld survey personnel, errors in the DEM and the di�erent spatial supports of

the DEM data and ECODATA observations as well as misregistration. Though it

was not possible to separate these sources of error in this study, they indicate the

problems inherent in ground and image data comparison even with a precisely es-

timable variable such as elevation. Discrepancies with aspect (�gure 5.6c) and slope

(not shown), variables derived from elevation, were much larger than for elevation

alone, indicating the expected increase in error inherent in taking derivatives.

5.1.5 Choice of subarea

Because the study region is large (approximately 12 million TM pixels) and geosta-

tistical methods are computationally intensive, a small subarea was chosen on which

to make canopy cover predictions. It was chosen to coincide with the largest num-

ber of ground measurements per area to allow enough neighboring measurements to

make geostatistical interpolation feasible. This area was 9,700 ha, represented by a

348�310 pixel square in a TM image (�gure 5.7). Every pixel is considered in this

approach, even those that do not include forest cover. Pixels that do not contain

forest should be output as 0% cover by prediction methods.

This subarea is at a boundary between the Flathead National Forest and the

Bob Marshall National Wilderness (�gure 5.1). The boundary falls just south of
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Figure 5.5: Locations of 1988 and 1994 ECODATA plots on a relief-shaded representation

of a digital elevation model for the study region.

1988 plot locations
1994 plot locations

Scale

20 0
km
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Figure 5.6: (a) Scatterplot of elevations for ECODATA plot locations versus those for

corresponding DEM pixels, (b) Histogram of di�erences between plot elevations and DEM

elevations and (c) scatterplot of aspects for ECODATA plot locations versus those for

corresponding DEM pixels. The 1:1 line is shown in (a) and (c).
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Figure 5.7: Subarea from TM false color composite (Bands 4, 5 and 3 in red, green and

blue, respectively) from (a) 1988 with 30, 1988 ECODATA plot locations in open circles

and b) 1993 with 30, 1994 ECODATA plot locations in open circles.

a b2 0
km

Bunker Creek, with old forest harvests present northwest of this boundary and a

lack of such harvests southeast of the boundary (�gure 5.8). There were 30 plots

surveyed in this area in both 1988 and 1994. The density of plots may be explained

by its accessibility from an aircraft landing strip south of the Harrison Creek/South

Fork Flathead con
uence and the availability of a nearby cabin at Meadow Creek

for lodging during survey work. Canopy cover at the ECODATA plots within the

subarea (�gure 5.9) included values from 0 to 60% with the highest values of cover

measured in the Bob Marshall Wilderness (southern portion of images shown in

�gure 5.7) in 1988.

5.1.6 Aspatial regression

With six wavebands and multiple spectral index de�nitions (Teillet et al. 1997)

from TM there is a large number of potential explanatory variables for an aspatial

regression model. All of these variables have some causal relation to vegetation
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Figure 5.8: 1993 TM image in �gure 5.7 `draped' onto elevation model of the subarea.

(a) Harrison Creek, (b) USFS landing strip, (c) Meadow Creek cabin, (d) Bunker Creek

and (e) South Fork Flathead River.
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amount, since foliage absorbs and re
ects di�erently than background does in all

wavebands. A fundamental problem with using more than one spectral variable in a

regression model is that spectral wavebands tend to be correlated with one another.

Regression models are more likely to be robust when the explanatory variables are

not highly correlated (Draper and Smith 1998). In the subarea, correlations between

spectral re
ectance in the six wavebands ranged from .51 to .98 (table 5.4). Using

more than one waveband or spectral index as an explanatory variable would have

therefore introduced collinearity. Therefore, a single spectral variable was selected

for the model and this was the NDVI.

Linear regression models are most commonly used in empirical studies of veg-

etation amount and optical remote sensing data (chapter 2). However, radiative

transfer (RT) theory implies nonlinear relationships between spectral and vegetation

amount variables (Asrar et al. 1989, Price 1992, Leblon et al. 1993). For example,

the relationship between LAI and spectral re
ectance based on a simple RT model
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Figure 5.9: Values of canopy cover (%) at ECODATA plot locations in (a) 1988 and (b)

1994.

a b
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Table 5.4: Linear correlation coeÆcients between re
ectances in TM wavebands for pixels

at 1988 ECODATA plot locations (n=335).

�Band1 �Band2 �Band3 �Band4 �Band5 �Band7
�Band1 1.00 0.97 0.97 0.45 0.86 0.92

�Band2 1.00 0.98 0.58 0.91 0.94

�Band3 1.00 0.51 0.92 0.96

�Band4 1.00 0.70 0.53

�Band5 1.00 0.96

�Band7 1.00
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is

� = �1 + (�0 � �1)e
2cLAI (5.5)

(Price 1992), where � is the re
ectance at a wavelength or in a waveband, �1 is the

re
ectance of a canopy with in�nite depth, �0 is the re
ectance of the background

and c is a parameter speci�c to the two-stream approximation. This equation applies

equally well if NDVI is substituted for � (Asrar et al. 1989, Leblon et al. 1993). While

LAI is an important variable for expressing vegetation amount, more relevant to this

study is the fraction of vegetation cover (f). A nonlinear function relating NDVI

and f was therefore chosen for the form of the aspatial regression.

If LAI can be considered a vertical expression of vegetation amount, f expresses

the horizontal distribution of vegetation amount (Gutman and Ignatov 1998). Seen

in this light, the canopy cover variable from ECODATA is a form of f speci�c to

forest canopies measured on a 400 m2 support. An analysis by Choudhury et al.

(1994) suggests that NDVI is a power function of f :

NDV I 0 = [1� f ]� (5.6)

where NDV I 0 is a `scaled' NDVI, de�ned as

NDV I 0 =
NDV I1 �NDV I

NDV I1 �NDV I0
(5.7)

and � is a ratio between the canopy extinction coeÆcient and a canopy geometry pa-

rameter (describing planophile, erectophile or randomly distributed leaves). Carlson

and Ripley (1997) suggest that this is equivalent to

1�NDV I 0 = fB2 (5.8)

where B2 is about 0.5. The scaled NDVI is simply a linear transform of NDVI. If it

is assumed that the NDV I0 is near 0, then
NDV I1

NDV I1�NDV I0
is nearly 1 and the model
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simpli�es to

NDV I = B1f
B2 (5.9)

where B1 is NDV I1 � NDV I0. Interestingly, Chen and Cihlar (1996) also use a

relation of this form for boreal forest stands and TM data, though they use `e�ective

LAI' rather than f as the explanatory variable.

Equation 5.9 was used to develop the regression model with canopy cover as the

explanatory variable and NDVI as the response variable. Despite the fact that the

ECODATA measurements and the TM data are subject to possibly large measure-

ment error (Curran and Hay 1986, McGwire et al. 1993), this form was selected for

two reasons: 1) the `class' coding of canopy cover (table 5.1) facilitated estimation of

the EfNDV Ig for each class of f and 2) a solution was numerically possible. When

a direct approach was used without going through the equation 5.9 �rst, numerical

errors occurred and equations were not consistent.

After the regression model was developed it needed to be inverted in order to

predict canopy cover from NDVI. Data for 1988 and for 1993 were used to obtain

separate models of the form

p = 100 � ( a
B1

)1=B2 (5.10)

where p is canopy cover, a is NDVI and B1 and B2 are coeÆcients. The software

used to determine the coeÆcients of this regression model and calculate prediction

intervals was the package nls2 (Huet et al. 1996) written for the Splus statistical

software system (Mathsoft, Seattle, WA).

5.1.7 Cokriging

Separate LMCs were created for the 1988 and 1993 data. In both cases, LMCs

were constructed by �tting the semivariograms and cross-semivariograms separately,

balancing any lack of �t with the positive semi-de�niteness criteria for the sills

(equation 3.33). Models were �t using the S+SpatialStats function model.variogram
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(Mathsoft, Seattle, WA) and these criteria were checked. The LMCs were used

to obtain the weights in the cokriging model, equation 3.23, where p̂(xo) is the

prediction of canopy cover at location xo, p(xj) are N1 nearby ECODATA values

at locations xj weighted with factors �j and a(xk) are N2 nearby NDVI values

at locations xk weighted with factors !k. The cokriging weights were constrained

using equation 3.28, e�ectively weighting the remotely sensed data more heavily

than would the traditional biasedness constraints. The program used to accomplish

the cokriging was cokb3d from GSLIB (Deutsch and Journel 1992). The search

neighborhood for the primary data was set to 190 pixels or 5700 m, just beyond the

range of the semivariogram. The search neighborhood for the secondary data was

set to 50 pixels, or 1500 m. The minimum number of primary data was set to 1 so

that pixels more than 5700 m away from a measurement location would not get a

cokriged value. The maximum number of primary data used in the cokriging system

was set to 8 and the maximum number of ancillary data was 4. A maximum of 4

meant that only the nearest neighbors of each pixel to be cokriged were used in the

prediction.

5.1.8 Conditional simulation

As seen in chapter 3, numerous conditional simulation algorithms have been de-

veloped. For the study of synthetic data in chapter 4, probability �eld simulation

was chosen for conditional simulation, with local ccdfs de�ned by cokriging. For

this study, a special form of sequential Gaussian simulation was chosen to simulate

canopy cover in the subarea. Instead of using full cokriging to construct the local

ccdf at each step, collocated cokriging (Almeida and Journel 1994, Goovaerts 1997)

was used:

p̂(xo) =
N1X
j=1

�jp(xj) + !oa(xo) (5.11)

Collocated cokriging uses only the ancillary data at the cell to be simulated (a(x0)),

none of the surrounding ancillary data. The semivariogram model for the ancillary

data was therefore not used in the collocated cokriging system. In addition, a
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Markov model (Almeida and Journel 1994) for the cross-semivariogram between

primary and ancillary data was used. These options were available in the program

sgsim in GSLIB (Deutsch and Journel 1998). Fifty realizations for 1988 and 1993

were generated.

5.2 Results and Discussion

The analysis of the over 300 ECODATA canopy cover measurements along with

the collocated spectral data from TM and AVHRR in the study region yielded

information about the spectral re
ectance of conifer forests and how it relates to

vegetation amount. The univariate, bivariate and spatial dependence characteristics

of these data formed the basis for the predictions using aspatial regression, cokriging

and conditional simulation. Global statistics were inferred from the study region and

assumed to be applicable to the subarea. Canopy cover in the subarea, not the larger

study region, was predicted using the three methods.

5.2.1 Re
ectance of conifer forests

In the study region, re
ectance in the red waveband (band 3) of TM at the ECO-

DATA plot locations ranged primarily between 1 and 20% but with a number of

pixels greater than 20%, especially in the 1988 data set (�gure 5.10a and b). The

mean values were 10% in 1988 and 8% in 1993; the standard deviations were 7% and

5% respectively. For the corresponding pixels from the AVHRR visible waveband

(band 1), the spread of re
ectance values was much narrower (�gure 5.10c and d)

with nearly all values falling below 15%. The AVHRR distributions lacked the long

tail and appeared slightly more symmetric. Their mean values were 5% in 1988 and

4% in 1993, about half those of the TM distributions. The standard deviations were

6% and 1% respectively.

TM near infrared re
ectance (band 4) at the ECODATA plot locations had

a large range from 0 to over 60%, (�gure 5.11a and b), with mean values of 34%

in 1988 and 27% in 1993. The standard deviations were 13 and 9% respectively.
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Figure 5.10: Histogram of (a) TM band 3 re
ectance at 1988 ECODATA plot locations,

(b) TM band 3 re
ectance at 1993 locations, (c) AVHRR band 1 re
ectance at 1988

locations and (d) AVHRR band 1 re
ectance at 1993 locations.
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The AVHRR band 2 distributions were much narrower (�gure 5.11c and d), with

standard deviations of 6% and 3% around means equivalent to those of the TM near

infrared.

The NDVI from TM (�gure 5.12a and b) at the ECODATA plot locations had

a very similar mean value for the two dates (.57 in 1988 and .56 in 1993). The

spread in values on both dates covered most of the positive range of NDVI, from

.04 to .84, with equivalent standard deviations of .16. The mean NDVI values from

AVHRR were .40 in 1988 and .32 in 1993. There was only a slight reduction in

the spread of AVHRR NDVI in comparison to that of TM (�gure 5.12) and the

standard deviations of AVHRR NDVI were .14 and .08. Judging by the histograms,

there is more variability and thereby `information' in the AVHRR NDVI than in the

AVHRR visible or near infrared re
ectance alone.

TM and AVHRR can be regarded as measurements at two di�erent supports

(Atkinson 1995, Atkinson and Curran 1997), at 900 m2 and 1.21 km2. The change-

of-support model (Matheron 1985) states that the mean value of a distribution of

a random function should be conserved as support changes. The near infrared re-


ectance data from TM and AVHRR matched this model, since they had equivalent

means. But the data from the red/visible wavebands and the NDVI did not coincide

with this model. The di�erence in means between the TM band 3 and AVHRR band

1 may be explained by the di�erence in the sensors' spectral bandpasses and the

unrelated radiometric preprocessing algorithms that were used (Frank et al. 1994).

These discrepancies in sensor characteristics and preprocessing can help to explain

the di�erent means between TM and AVHRR NDVI as well. In addition, since

NDVI is a nonlinear transform of re
ectance, the areal mean NDVI is not the same

thing as the NDVI of the areal mean (Aman et al. 1995, Hu and Islam 1997). There-

fore, conservation of the mean with increasing support was not necessarily expected

in this case.

Another aspect of the change-of-support model is decreasing variance as sup-

port increases (Matheron 1985, Zhang et al. 1990). Re
ectance in visible, near

infrared and NDVI all showed smaller variance at AVHRR support than at TM
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Figure 5.11: Histogram of (a) TM band 4 re
ectance at 1988 ECODATA plot locations,

(b) TM band 4 re
ectance at 1993 locations, (c) AVHRR band 2 re
ectance at 1988

locations and (d) AVHRR band 2 re
ectance at 1993 locations.

0 20 40 60 80

 0 

0.01

0.02

0.03

0.04

a

TM Band 4 Reflectance (%)

F
re

qu
en

cy

0 20 40 60 80

 0 

0.01

0.02

0.03

0.04

0.05

b

TM Band 4 Reflectance (%)

F
re

qu
en

cy

0 20 40 60 80

 0 

0.05

0.10

0.15

c

AVHRR Band 2 Reflectance (%)

F
re

qu
en

cy

0 20 40 60 80

 0 

0.05

0.10

0.15

0.20

d

AVHRR Band 2 Reflectance (%)

F
re

qu
en

cy

125



Figure 5.12: Histogram of (a) TM NDVI at 1988 ECODATA plot locations, (b) TM

NDVI at 1993 locations, (c) AVHRR NDVI at 1988 locations and (d) AVHRR NDVI at

1993 locations.
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support, though the variance reduction in the 1988 AVHRR NDVI was slight.

The univariate distributions of spectral variables showed consistency between

1988 and 1993. The bivariate distributions of spectral data with the vegetation

amount variable followed the same trends though were not identical. Linear cor-

relations between TM re
ectance and canopy cover (table 5.5) were all negative

and statistically signi�cant { an indirect relationship between re
ectance and cover.

The strongest linear correlation was with band 4 (-.67 in 1988; -.58 in 1993). The

magnitude of these coeÆcients was well within the range found by studies reported

in table 2.1.

A positive relationship between near infrared re
ectance and vegetation amount

exists at the leaf level (Curran 1980), in radiative transfer models considering ho-

mogeneous canopies (see �gure 2, Price 1992) and geometrical-optical forest canopy

models (Li and Strahler 1992, Gemmell and Varjo 1999). Yet several studies of

conifers at the canopy scale (Franklin 1986, Ripple et al. 1991, Danson and Curran

1993, Nemani et al. 1993, Gemmell 1995, Jakubauskas 1996) report negative rela-

tionships between near infrared and vegetation amount similar to that found in this

study. A negative relationship between vegetation amount and red re
ectance is

consistent with theory and experiments at �eld and canopy levels primarily because

of absorption by chlorophyll in this waveband. A negative relationship between

vegetation amount and near infrared re
ectance occurs because of shadow e�ects {

as biomass, height or leaf area increases the canopy throws more shadows, thereby

decreasing re
ectance in all wavelengths including the near infrared (Danson and

Curran 1993, Boyd and Curran 1998). As long as infrared re
ectance decreases

more slowly than red re
ectance with increasing vegetation amount, the NDVI will

increase as vegetation amount increases. This is a reasonable explanation for the

positive correlation between NDVI and canopy cover seen here.

Scatterplots between canopy cover and the spectral variables further revealed

the trends summarized by the correlation coeÆcients (�gure 5.13 and 5.14). For each

canopy cover value there was high variance in re
ectance and NDVI values. The

data indicated heteroscedasticity; that is, the variance of spectral values changed
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Table 5.5: Linear correlation coeÆcients between TM spectral variables and canopy cover

at ECODATA plot locations.

Scene Date �Band1 �Band2 �Band3 �Band4 �Band5 �Band7 NDVI

1988 -0.58 -0.63 -0.63 -0.48 -0.67 -0.63 0.53

1993 -0.32 -0.38 -0.43 -0.35 -0.58 -0.56 0.46

with canopy cover. This is consistent with high absorption by closed canopies and

the diverse absorptances by the variety of soil backgrounds and understories in open

canopies (Jasinski 1990). The infrared re
ectance relationships (�gure 5.13b and c)

appeared slightly more homoscedastic than did the red (�gure 5.13a).

Despite the low precision of the canopy cover data, the scatterplots in �g-

ures 5.13 and 5.14 suggested nonlinear relationships between canopy cover and the

spectral variables. Standard boxplots (Hoaglin et al. 1983) summarizing the scatter-

plots make the nonlinearity more obvious (�gure 5.15). The light bar inside each box

indicates the median of each distribution. The medians showed the asymptotic trend

usually associated with spectral indices and vegetation amount. Since the number

of plots with canopy cover above 50% was quite small, fewer than 10% of the total

number of measurements in each year, the characteristics of the relationship at the

high end of canopy cover were less certain than at the low end.

The trends seen in the TM data were completely lost at the AVHRR support

(�gure 5.16) for visible (r=.05 in 1988 and r=-.25 in 1993), near infrared (r=.06 in

1988 and r=-.17 in 1993) and NDVI (r=-.02 in 1988 and r=.12 in 1993). Variance

within each canopy cover class swamped variance among classes. Support of the

ground data was not changed here, just the support of the re
ectance variable. The

sampling fraction of the ground data was not suÆcient to average the plot values to

predict canopy cover values at the 1.21 km2 support. In general, support e�ects on

bivariate distributions are less predictable than those on the univariate distributions

(Cressie 1996).

The choice of the variable(s) to use in regression is commonly made based on

which combination of variables yields the highest correlation. Therefore, in this
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Figure 5.13: Relationship between canopy cover at the ECODATA plot locations and TM

(a) re
ectance in band 3 from 1988, (b) re
ectance in band 4 from 1988, (c) re
ectance in

band 5 from 1988 and d) NDVI from 1988.
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Figure 5.14: Relationship between canopy cover at the ECODATA plot locations and (a)

re
ectance in TM band 3 from 1993, (b) re
ectance in TM band 4 from 1993, (c) band 5

from 1993 and (d) NDVI from 1993.
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Figure 5.15: TM NDVI versus canopy cover from (a) 1988 and (b) 1993, where distribu-

tion of NDVI values for each value of canopy cover is summarized using a boxplot. The

width of each box is proportional to the number of plots with the value of canopy cover

on the abscissa.
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Figure 5.16: Relationship between canopy cover at the ECODATA plot locations and

AVHRR (a) re
ectance in band 1 from 1988, (b) re
ectance in band 2 AVHRR from 1988,

(c) NDVI from 1988, (d) re
ectance in band 1 from 1993, (e) re
ectance in band 2 AVHRR

from 1993 and (f) NDVI from 1993.
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Figure 5.17: (a) Re
ectance in TM band 4 versus aspect and b) TM NDVI versus aspect.
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case prediction would be accomplished with re
ectance from TM band 5 as the

ancillary variable. But the lack of a terrain correction (Conese et al. 1993) in the

image preprocessing steps meant the TM re
ectance images contain illumination

angle e�ects (�gure 5.17a). In theory, spectral indices help to compensate for these

illumination angle e�ects (Price 1987). The data indicated that illumination angle

e�ects were weak or nonexistent in the NDVI transform (�gure 5.17b). Scatterplots

of canopy cover versus NDVI show that illumination did not seem to a�ect the

relationship with canopy cover (�gure 5.18). Therefore, NDVI was chosen as the

ancillary spectral variable for all prediction methods.

One of the di�erences between the 1988 and 1993 TM scenes was the resam-

pling algorithm used during the geometric correction process. Nearest neighbor

resampling does not introduce new spectral vectors in the the image statistical dis-

tribution (Schowengerdt 1997), whereas cubic convolution does. Cubic convolution
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does add error to the image values and further acts as a smoother, a�ecting the

image variance and semivariogram (Appendix A). The decrease in the variance of

the (cubicly convoluted) 1993 TM data relative to that of the (nearest-neighbor

resampled) 1988 TM data may be partly caused by this e�ect.

5.2.2 Spatial statistics of primary and ancillary data

The 1988 and 1994 ECODATA measurements with their coincident image pixels

provided enough data to examine and model spatial dependence statistics. A his-

togram of pair separation distance (�gure 5.19) showed that with a lag width of 300

m (equivalent to approximately 10 TM pixels) there were more than 100 pairs at

each lag for both the 1988 and 1994 data. The ECODATA measurements did not

provide adequate information on the spatial dependence of canopy cover for shorter

distances than about 300 m, since the number of pairs at some lags became too

small.

The 1988 canopy cover omnidirectional semivariogram (�gure 5.20a) showed a

clear structure, with an apparent range of 5-7 km. The range interpreted from the

1994 canopy cover semivariogram (�gure 5.20b) was about the same as that from

1988 or shorter. The sill in the 1994 semivariogram was clearly lower than that

from 1988. The di�erence in sills can be explained by the reduction in variance

(�gure 5.4) from 1988 to 1994 (Barnes 1991). The nugget values, estimated by

extrapolating the experimental semivariograms to a lag of 0, appeared to be both

approximately 100. In theory, the nugget values should not be any less than 100,

since the nugget variance is an estimate of the noise variance (Curran and Dungan

1989) and the canopy cover measurements, except for the low cover class, have a

maximum precision of 10%.

Omnidirectional semivariograms of TM NDVI (�gure 5.21) showed quite dif-

ferent structure between 1988 and 1994. The 1988 semivariogram of TM NDVI

(�gure 5.21a) from ECODATA plot locations showed a range of nearly 10 km,

whereas the range in the 1993 TM NDVI semivariogram (�gure 5.21b) showed a
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Figure 5.19: Histogram of distances between plot locations from (a) 1988 and (b) 1994.
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Figure 5.20: Omnidirectional semivariograms of canopy cover (%) from (a) 1988 and (b)

1994. Symbol size is proportional to the number of pairs at that distance.
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decrease in semivariance beyond an initial apparent range of 3 km. Nugget variance

estimates consistent with both semivariograms ranged from about .002 (indicating

an NDVI precision of .04, to about .01 (indicating an NDVI precision of .1 unit).

Again, the sill from the later date (1993) was lower than that from 1988, though

the 1993 semivariogram seemed to be linearly increasing beyond 10 km. The lower

semivariance values in the �rst several lags in the 1993 data could have been due

in part to the cubic convolution resampling (Appendix A). Dungan (2000) showed

that the semivariograms for the AVHRR NDVI had, as expected, much lower sills.

They also had reduced ranges.

Fitting an LMC to the 1988 semivariograms and cross-semivariograms was

straightforward, as simple single-structure spherical models coincided with the data.

The LMC developed for the 1988 data was:


p1988(h) = 120 + 300Sphr5500(h) (5.12)


a1988(h) = 0:009 + :017Sphr5500(h) (5.13)


pa1988(h) = 0:4 + 2Sphr5500(h) (5.14)

The �t of this model to the experimental semivariograms (�gure 5.22a, c and e)

appeared reasonable.

The 1993 patterns presented a much less convincing �t to a strictly positive

de�nite LMC (�gure 5.22b, d and f ). The model, similar to that for 1988 but

with reduced sills and nuggets to represent the smaller variance in the primary and

ancillary data, was:


p1993(h) = 100 + 150Sphr5500(h) (5.15)


a1993(h) = 0:003 + :017Sphr5500(h) (5.16)


pa1993(h) = 0:4 + Sphr5500(h) (5.17)

The range from the 1993 NDVI data appeared substantially shorter than the 5500

m range of the canopy cover semivariogram. The lack of a sill in the NDVI semi-
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Figure 5.21: Omnidirectional semivariograms of TM NDVI from (a) 1988 and (b) 1993.

Symbol size is proportional to the number of pairs at that distance.
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variogram (�gure 5.22d) means that no transitive model will �t well.

The reason for the range observed in these semivariograms, around 5000 m, is

likely to be related to the terrain. Five kilometers is a typical distance from ridge

to valley bottom, and from south-facing to north-facing slope in the study region

(�gure 5.5). Terrain, with its concomitant variation in insolation, soil and water

availability, is one of the controlling factors of canopy cover in western Montana.

5.2.3 Prediction of canopy cover

The results of applying the three prediction methods in the subarea were maps of

canopy cover on a 348�310 cell grid, one for 1988 and one for 1993. It is unlikely that
substantial changes in actual canopy cover occurred in the subarea between 1988 and

1994 because of the lack of major disturbance. Any changes that did occur would

likely be within the range of precision of the ECODATA measurements. Given this

assumption, it is possible to check the accuracy of predicted maps by comparing

the 1994 ECODATA values with the values predicted from the 1988 model and,

conversely, comparing the 1988 ECODATA values with the values predicted from

the 1993 model. Further, the general appearance of the maps for the two dates

should be similar, with regions of low values in 1988 remaining low in the 1993

maps and regions of high values in 1988 remaining high in 1993.

Because of the severe support di�erences between the ECODATA measure-

ments and the AVHRR data (Atkinson 1997b), AVHRR NDVI was not used to

make predictions.

Aspatial regression

The best-�t parameters for 1988 and 1993 (table 5.6) were very similar and statis-

tically identical. The �ts are shown in �gure 5.23. If B1 is interpreted as NDV I1,

it appears to be a lower value than expected. 13% of the 1988 TM image from the

subarea and 34% of the 1993 image pixels had NDVI values larger than .73.

Equation 5.10 was used to yield predictive equations. When extrapolated to
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Figure 5.22: Omnidirectional semivariograms and models for (a) 1988 canopy cover (%),

(b) 1994 canopy cover (%) and (c) 1988 NDVI and d) 1993 NDVI. Omnidirectional cross-

semivariograms and models for (e) 1988 canopy cover and NDVI and (f) 1993 canopy cover

and NDVI.
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Table 5.6: Parameter estimates for aspatial regression model 5.9.

Date B1 B2

1988 .72 .13

1993 .73 .12

Figure 5.23: Nonlinear regression models from (a) 1988 and (b) 1993 data.
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Figure 5.24: Predicted canopy cover (%) using regression from (a) 1988 data and (b)

from 1993 data. ECODATA plot locations are shown as black squares.

a b
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% Canopy cover

the subarea, the predicted maps (�gure 5.24) showed the TM images' patterns,

with all of their detail. This is expected, since the regression model is simply a

`rescaling' of the measurement units of the remotely sensed data. The mean value

of the predicted maps was 52% and 68% in 1988 and 1993 respectively (table 5.7),

much higher than the observed ECODATA mean. In fact, the entire distribution of

predicted values is shifted upwards when compared to the measurements. The 1988

and 1993 maps looked somewhat similar, but values were generally higher in 1993

than in 1988. Point locations were checked by comparing 1988 predictions at 1993

measurements locations. This check yielded root-mean-square errors of 46 and 51

(in % units) respectively from the regression prediction.

The prediction intervals from the models were wider than the physical range

of canopy cover and were therefore not mapped in �gure 5.24. As was obvious from
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Table 5.7: Global statistics of canopy cover (%) maps predicted by aspatial regression

(Reg), cokriging (Cok) and simulation (Sim) alongside the statistics from the 335 1988

ECODATA plot measurements and the 344 1994 plot measurements.

Minimum 1st Quartile Median Mean 3rd Quartile Maximum

Reg '88 0 24 52 52 78 100

Reg '93 0 43 77 68 100 100

Cok '88 0 22 28 27 32 49
Cok '93 0 13 17 17 22 39

Sim '88 0 15 25 26 35 70

Sim '93 0 13 21 22 30 73

ECODATA '88 0 3 20 25 40 90

ECODATA '94 0 3 20 18 30 70

the scatterplots between the ECODATA measurements and NDVI (�gures 5.13d

and 5.14d), any aspatial regression model �t through these data will imply large

uncertainty about predictions.

Cokriging

Since the subarea includes one-tenth the number of primary data as in the synthetic

data set from chapter 4, the number of nearby data available at grid cells was greatly

diminished. Therefore, the main feature of the two cokriged maps (�gure 5.25a and

b) was their spatial homogeneity. Because of the sparsity of the ground data and the

long autocorrelation range (�gure 5.20), values were similar over large areas. The

in
uence of the ancillary data was evident, with the streams and bare-rock features

predicted to have low values and some of the clearcut boundaries showing up.

The cokriged maps were also similar between 1988 and 1993, though the high

values in the southern center of the 1988 image were not present in the 1993 image.

The absence of ground measurements in the Bob Marshall Wilderness on the second

date meant that these regions of higher canopy cover were missed. The RMSE of

cokriging predictions from the 1988 model made at the 1993 plot locations was 12

(in % units) and that from the 1993 model made at the 1988 ECODATA locations

was 18 (also in % units), a substantially smaller mean error than that from the
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aspatial regression maps. The global means of the cokriged maps were very similar

to those of the ECODATA measurements (table 5.7) and the distribution was shifted

towards lower values than maps predicted with aspatial regression. The spread was

also smaller, with reduced maxima and third quartile, and increased �rst quartile.

The color scale in �gure 5.25 ranges from 0-60% (instead of 0{100% as in �gure 5.24)

to portray these di�erences in the distribution of predicted values.

The pattern of the cokriging variances (�gure 5.25c and d) clearly showed the

locations of the ECODATA plots. Since the ground measurements were the best

available data on canopy cover, the cokriging variance maps are a useful represen-

tation of the relatively high reliability at plot locations. Away from plot locations,

cokriging variance increased monotonically, with no obvious TM-image related pat-

terns.

Conditional simulation

Multiple realizations of canopy cover from 1988 (�gure 5.26) showed patterns that

were much less smooth than cokriged maps yet without the detailed features of

the TM image, as in the aspatial regression maps. The region in the upper left

corner, where clearcuts existed, showed low values of canopy cover in most of the

realizations. Regions of similar values changed shape somewhat from realization-

to-realization, while remaining in the same general locations. The semivariograms

from the realizations were similar to the model of canopy cover semivariance though

with a somewhat shorter range.

The mean of simulated realizations (�gure 5.27a and b) appeared similar to

the cokriged maps, but not identical because of the di�erent type of cokriging used

for the sequential simulation. The RMSE of the mean map from the 1988 model

made at the 1993 plot locations was 14% and that from the mean map from the 1993

model made at the 1988 plot locations was 16%. Accuracies of the 50 individual

realizations measured in this way ranged from 15% to 22% and from 15% to 20%,

respectively. Therefore, at least one realization happened to be just as accurate as

the mean map using this limited evaluation method. Presumably more realizations
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Figure 5.25: Cokriged maps of canopy cover (%) from (a) 1988 data, (b) 1993 data and

cokriging variance maps from (c) 1988 data and (d) 1993 data. ECODATA plot locations

are shown as black squares on (a) and (b).
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Figure 5.26: Six conditionally simulated realizations of canopy cover (%) from 1988 data.
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could be found with this property and this would be a valid way to select a subset

of realizations.

The variance of simulated realizations (�gure 5.27c and d) in general showed

low uncertainty near measurement locations, but also included patterns from the

TM image (especially areas of low NDVI such as clearcuts and bare-rock outcrops).

5.3 Conclusions

The most common situation in remote sensing studies is the collection of ground

measurements in a small region and extrapolation of results to a much larger region.

In this study, the reverse approach was taken; data from larger extent were used to

predict on values over a smaller extent. But this study had many issues in common

with current state-of-the-art remote sensing of vegetation amount quantities. Those

issues include:

1. atmospheric correction, or at least atmospheric normalization in multitemporal

studies,

2. adequate illumination correction for terrain e�ects,

3. appropriate sampling design and sampling fraction for estimation of model

parameters and prediction of primary variables,

4. appropriate sampling design and sampling fraction to compensate for the dif-

ferences between the spatial support of the ground and remotely sensed data,

5. large variance and heteroscedasticity of canopy cover/spectral variable rela-

tionship and

6. the insensitivity of re
ectance and spectral indices to high canopy cover values.

All of these issues have the potential to add error to predictions made using spectral

variables as ancillary data, regardless of the method chosen.
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Figure 5.27: (a) Mean of 50 conditionally simulated realizations of canopy cover (%)

from 1988 data, (b) mean map from 1993 data, (c) variance map from 50 conditionally

simulated realizations of canopy cover (%) from 1988 data and (d) variance map from

1993 data. ECODATA plot locations are shown as black squares on (a) and (b).
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There is no clear consensus from the literature about whether the ancillary vari-

able should be the explanatory variable or the response variable. The assumptions

of the aspatial regression model do not strictly �t the �rst or second scenario. In this

case study, when the explanatory variable was canopy cover, the aspatial regression

model had a form that has some theoretical basis and had consistent parameters

across the two years. However, this inverse model approach led to unacceptably

high prediction intervals. The regression predictions were also highly skewed toward

the high end of canopy cover range because of the form of the nonlinear model used;

a distribution not supported by the statistics from the study region. A similar bias

was observed by White et al. (1997a) in another study in western Montana.

Cokriging was greatly a�ected by the sparsity and clumped distribution of

ground measurements. Nonetheless in theory the cokriged maps were much more

accurate than those from aspatial regression and they had a smaller error as judged

at test locations. Because they also maintained univariate distributions more similar

to those of the study area, they were considered preferable to the regression-predicted

maps. Cokriging variance maps did not provide a useful description of uncertainty

beyond emphasizing the locations of the ECODATA plots.

Conditionally simulated realizations using collocated cokriging seemed to dis-

play the desirable aspects of cokriging at the same time as they presented plausible

spatial distributions of canopy cover given the data. The realizations appeared

qualitatively reasonable, did slightly worse than cokriging at test locations, but re-

produced the presumed global and spatial distributions. Therefore, conditionally

simulated maps were considered preferable to the cokriging maps in this case.

With the satellite sensors and ground measurements available, large uncer-

tainty exists about canopy cover when extrapolated across this landscape, whether

using aspatial or geostatistical models. The lack of spatial sampling design in the

ECODATA database made it impossible to judge whether the observed change in

the global distribution from 1988 to 1993 was caused by an actual decrease in canopy

cover or by bias in the sampling locations. Further, the a�ect of observer error is

impossible to characterize retrospectively. Therefore, using this global distribution
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as the `true' distribution, and making the assumption that it is equally representa-

tive of the subarea used for prediction, involves additional uncertainty beyond that

imparted by measurement error.

Predictions can only be quantitatively checked at point locations which make up

a very small proportion of the total predicted map. Expressing results of prediction

algorithms as maps is an additional tool for evaluation that goes beyond summary

expressions such as RMSE at point locations or di�erences in univariate distributions

and semivariograms. Other methods of accuracy assessment, such as checking the

consistency of the method over time in an area that has not changed (as was done

in this study) may sometimes be necessary. This diÆculty in accuracy assessment is

inherent to remote sensing of continuous variables as well as to thematic classi�cation

of geographical data (Edwards et al. 1998).

Results with AVHRR data con�rm the diÆculties of relating coarse spatial res-

olution data to ground measurements. Increasing the support of a variable, including

remotely sensed spectral variables, involves decreasing variance and increasing sym-

metry for univariate distributions and as yet unpredictable e�ects on multivariate

distributions. These e�ects are clearly seen in an example of optical remote sensing

of conifer canopy cover that is typical of the kinds of experiments that have been

and continue to be conducted in Earth science. Prediction of vegetation amount

variables from remotely sensed data and/or other regionalized variables are contin-

gent on the speci�cations of support for all variables involved. Real remotely sensed

re
ectance data were compatible with a simple change-of-support model, but NDVI

should not be expected to be compatible with this model. New methods to de-

termine the accuracy of predictions made with AVHRR support data are receiving

higher priority as these data yield new results and as new sensors with large support

sizes are put into space (Justice et al. 1998, Verstraete et al. 1999, Milne and Cohen

1999).
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6 Conclusions

In this chapter, the �ndings of this thesis are summarized according to the �ve

research questions enumerated in chapter 1. Recommendations for future research

based on these �ndings are then o�ered.

6.1 Summary

6.1.1 The implications of choosing geostatistical models

A review of the literature (chapter 2) con�rmed that, throughout the 1990s, as-

patial regression continued to be the most commonly used statistical method for

developing prediction models of vegetation amount variables using remote sensing.

Geostatistical models were very rarely used for prediction of continuous land surface

variables and heretofore had not been directly compared to aspatial regression for

mapping vegetation amount. Chapter 3 showed that aspatial and geostatistical re-

gression methods can be uni�ed under the rubric of optimal prediction from di�erent

types of random function models. Therefore, an implication of choosing geostatis-

tical models is a decision to exploit the geographical aspects of variables using an

autocorrelated random function model rather than a purely random function model.

For all prediction methods, sample size must be adequate to estimate statistics

(correlation coeÆcient, spatial autocorrelation, and distribution parameters) of the

primary and ancillary variables. Methods were tested on both synthetic and real

data. A sample size of 300 was used for the study of synthetic data, chosen by

noting when the mean, variance and semivariogram estimates stabilized. The real

data, from a region in western Montana on two dates, was one of the largest data sets

used to date for investigating relationships between vegetation amount and spectral

data. There were over 300 observations on both dates.

In addition to the sample size, the sampling fraction was particularly relevant

for the geostatistical methods, since these methods rely on nearby primary data

values to make predictions. The sampling fraction in the synthetic data set, at .3%,
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appeared to be adequate for achieving accurate cokriging and conditional simula-

tions. The sampling fraction for the Montana data in the subarea where canopy

cover was predicted was an order of magnitude lower. The relative scarcity of neigh-

boring primary values caused high cokriging variances and contributed to regions of

high variance across conditional simulations.

Geostatistical prediction requires modeling the spatial autocorrelation of both

primary and ancillary variables in the form of semivariograms or other statistics of

spatial dependence. Semivariogram models from the synthetic data �t linear models

of coregionalization reasonably well. An LMC �t the 1988 Montana data, but was

unsatisfactory for the 1993 data.

When canopy cover was predicted using the Montana data set, substantively

di�erent maps arose from aspatial regression, cokriging and conditional simulation.

Di�erences included the global histogram, values at sampled locations, smoothness

and spatial pattern. The maps resulting from aspatial regression had a mean much

higher than the sample mean, implying either a biased result or that the sample

from which population parameters were estimated was not representative of the

subarea. The cokriging and conditionally simulated maps appeared more accurate

as judged at a few point locations. The histogram and spatial autocorrelation of the

cokriged maps did not match those of the sample data. Realizations from sequential

Gaussian simulation more closely matched the histogram and semivariogram.

The sampling requirements (both number and fraction) for implementing a

prediction method are also relevant to assessing the accuracy of mapped predictions.

Besides local accuracy at individual locations, criteria for accurate maps include

the accurate representation of global and spatial distributions, and potentially the

multivariate distribution with other environmental variables. These multiple criteria

can be addressed with conditional simulation.
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6.1.2 The error and uncertainty components of prediction methods

A direct aspatial regression approach was taken with the synthetic data, where the

ancillary data were used as the explanatory variable and the primary data were

used as the response variable. For the Montana data, an inverse approach was

used instead. The inverse approach discounted errors in the canopy cover data,

but yielded consistent regression models for 1988 and 1993. The Montana study

showed that at TM support, no matter which prediction method was used, large

uncertainties existed about maps of canopy cover. However, uncertainty descriptions

produced by aspatial regression, cokriging and conditional simulation di�ered.

Results from both synthetic and real data showed that prediction intervals from

aspatial regression were a function of the magnitude of the variable, not its location.

Cokriging variances, in contrast, were a function of the location of the variable, not

its value. Local variances from conditional simulation contained contributions from

both value and location. Further, the suite of realizations output from a conditional

simulation were useful depictions of global uncertainty.

6.1.3 Aspatial regression versus cokriging

A variety of correlations between ancillary and primary variables were represented

in the synthetic data as a case study of this contest. The application of aspatial and

geostatistical regression methods to these data suggested that cokriging was more

accurate than aspatial regression unless the ancillary data accounted for about 80%

or more of the variance in the primary data. This result cannot be used in an

absolute sense, but implies that, given adequate sampling, cokriging will likely be

more accurate than aspatial regression unless ancillary and primary data are very

closely related. This has been an unstated assumption in much of the literature

cited in chapter 2, but actual data have failed to bear out these high correlations.

The results of the synthetic data study implied that the NDVI data from Mon-

tana, which was signi�cantly but not strongly correlated with canopy cover, would

be more useful in a cokriging model to predict canopy cover than they would be in
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aspatial regression. This implication was supported by quasi-point validation at 30

locations where canopy cover most likely did not substantially change between the

two dates.

6.1.4 Statistical relationships observed

In the Montana data set, forest canopy cover was the vegetation amount variable

and Landsat Thematic Mapper re
ectances and NDVI were the spectral variables.

The expected inverse relationships between red re
ectance and canopy cover was ob-

served. An inverse relationship between infrared re
ectance and canopy cover was

observed, con�rming similar studies on smaller data sets but contradicting deter-

ministic model-based predictions in the literature. A direct, asymptotic relationship

with NDVI was observed, of a form supported by theoretical considerations. The

parameters of this model were consistent in the two separate years for which plen-

tiful data were available. Linear models did not account for more than 35% of the

variance. Large uncertainties in this relationship were evident from the large scatter.

Autocorrelation was evident in canopy cover and spectral variables beyond a

few lags, extending to around 5.5 km. This range or autocorrelation length was

thought to represent the e�ect of terrain on all variables.

6.1.5 The e�ect of spatial support

The di�erences observed in the statistical distributions of spectral data from TM

and AVHRR were interpreted to be primarily a function of support. The statistical

distributions of near infrared re
ectances matched the simple support e�ect model:

conservation of the mean, a decrease in variance and an increase in symmetry. The

distributions of NDVI did not match this simple model because NDVI is a nonlinear

transform of re
ectance.

Support was also a factor in the Montana study in the sense that the support

of ground measurements di�ered from that of the remotely sensed measurements.

The averaging of several pixels, a common method in studies reviewed in chapter
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2, in e�ect increases the support of the spectral variable, thereby increasing the

discrepancy in the experimental units being compared. Averaging may increase the

likelihood that the pixel within which ground measurements were made is included

in the analysis, but the properties of that pixel are diluted by those of the neighbors

averaged in with it. No pixel averaging was done in the Montana study, but the

ground measurement support was still less than half the size of the TM pixel.

The spatial heterogeneity of the environment (Myneni et al. 1995, Dubayah

et al. 1997, Hu and Islam 1997, Chen 1999) leads to that fact that, at di�erent

supports di�erent environmental factors in
uence re
ectance. At supports in which

vegetation is more likely to be homogeneous, red re
ectance decreases and infrared

increases as vegetation amount increases. Therefore, NDVI should be more sensitive

to vegetation amount than either red or infrared re
ectance alone. These supports

are likely to be measured in the laboratory or with �eld spectroradiometers using

small spot sizes in the �eld. At larger supports, such as those from Landsat TM,

infrared may decrease as vegetation amount increases because of the increased im-

portance of shadowing at this support. NDVI is therefore less sensitive to changes

in vegetation amount than either red or infrared alone. This explanation �ts the

observations described in chapter 5.

6.2 Recommendations

This thesis has shown that the choice of a random function model is critical to

the prediction of vegetation amount using remote sensing. The choice of a method

for any given prediction problem should be governed by theoretical and practical

considerations.

6.2.1 Theoretical considerations

In aspatial regression, autocorrelation in the residuals violates the assumptions of

the model. Yet spatial autocorrelation is likely to exist in the residuals of aspatial

regression models because all related environmental variation, which tends to be
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spatially autocorrelated, is not factored in to the model. Therefore, the use of

aspatial regression for accurate prediction depends upon verifying that ancillary

variables do, in fact, explain almost all of the variance in the primary variable and

that residuals are not spatially autocorrelated.

In geostatistical models, autocorrelation is an added source of information used

to increase the accuracy of predictions. This is an advantage of geostatistical meth-

ods over aspatial regression. Correlated random functions seem more appropriate

for geographically-expressed natural phenomena than do purely random functions.

For this theoretical advantage to be realized, two aspects of sampling must be con-

sidered: adequate sample number and adequate sampling fraction.

The exactness property also distinguishes aspatial regression and geostatistical

methods. Unless data are explicitly available (for example, repeated measurements

at the same location) to estimate measurement error (Atkinson et al. 1996), geosta-

tistical prediction puts the error into the nugget variance. Aspatial regression, in

contrast, puts the error into the residuals.

The stationarity properties of the geostatistical model have been thought by

some to be an impediment to their use. However, when aspatial regression models

are recognized as purely random functions, it can be seen that they require similar

stationarity requirements (Fotheringham et al. 1996). This means that whichever

method is chosen, conscious decisions must be made as to what region or domain

the prediction model will be applied to.

While both aspatial regression and cokriging are locally optimal, they both

ignore global considerations. Aspatial regression does not ensure that maps re-

sulting from its application will have any particular statistical properties { if the

map's semivariogram matches that of the primary variable it is a side-e�ect of the

fact that the regression model simply rescales the measurement units of re
ectance.

Cokriging is a smoother, guaranteeing that the predicted map will have a di�erent

semivariogram than that measured from the primary data. Conditional simulation

is the only prediction method that explicitly considers these global issues.

There is an apparent paradox in the idea that the optimality criteria used in
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all forms of kriging results in estimates that do not achieve the global statistics of

the spatial �eld. Conversely, conditional simulation mimics the �eld properties but

is locally less accurate { it has a variance twice that of kriging (Journel and Hui-

jbregts 1978, Cressie 1991). In fact, there is some suggestion that local optimality

and global accuracy cannot be achieved simultaneously. Some researchers have pro-

posed compromise solutions intermediate between estimation and simulation (Olea

and Pawlowsky 1996, Goovaerts 1998a). Csillag (1987) states, `There is a contradic-

tion between the requirements of constant attribute accuracy and constant spatial

resolution.' Generally speaking, this dichotomy may be a geographer's analogue to

the Heisenberg uncertainty principle. Whether or not this paradox represents some-

thing fundamental, the current state of the art in mapping quantitative variables

makes it clear that objectives must be de�ned clearly, preferably a priori because

the choice of a method a�ects the possibility of achieving those objectives and no

one method allows the simultaneous achievement of all possible objectives.

When vegetation amount maps are used in combination with other spatial data

layers in a GIS for the purposes of spatial analysis or use in a deterministic process

model, it is the covariance of all these layers that will govern the output of that anal-

ysis (Berry 1993, Coughlan and Dungan 1996, Phillips and Marks 1996). Therefore,

if the vegetation map is overly smoothed, not only will its global histogram be in

error, its covariance with other data layers will be incorrect.

6.2.2 Practical considerations

Practical considerations for applying geostatistical methods include the requirement

for plentiful data for estimating the spatial characteristics of ancillary and primary

variables. Beyond the need for an adequate sample size, the need exists to pay

greater attention to spatial sampling design. Examples of regional sampling e�orts,

such as those by the National Resources Conservation Service (NRCS) National

Resources Inventory (Nusser and Goebel 1997) and the EPA's Environmental Mon-

itoring and Assessment Program (Overton and Stehman 1993) are design-based.
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The Forest Service data from Montana used in this thesis were not design-based in

this sense. This reduced the ability to use these data to estimate the global spatial

distribution and its parameters. In cases in which mapping is the objective, it may

be worthwhile to collect a larger number of perhaps lower-quality information, since

the typically small ground data sample sizes used in remote sensing investigations

are not useful for estimating global properties.

Investigations in this thesis used relatively small grids, around 100,000 cells.

This is near the limit for geostatistical software available at low cost; use on much

larger, more realistically sized grids will have need of specialized software. Algo-

rithms that search large neighborhoods for the closest primary and ancillary data

tend to be the most time-consuming to run; these could be speeded up by improve-

ments in software and/or hardware.

The application of cokriging and some forms of conditional simulation requires

modeling the semivariogram of the primary variable, the ancillary variable and their

cross-covariance. Further, this model must �t stringent mathematical requirements.

The data may not always coincide with such a model. To reduce the burden of

cross-semivariogram modeling, Ma and Journel (1999) have investigated simplifying

assumptions that express the semivariogram of the ancillary variable (
a) and the

cross-semivariogram (
pa) as functions of the semivariogram of the primary variable


p. These are worth exploring with remotely sensed data, though the simpli�cation

used in the Montana data set did not �t the observed semivariances particularly

well.

The choice of conditional simulation algorithm remains an under-explored topic.

For example, probability �eld simulation, applied to the synthetic data in chapter

4, required a slightly di�erent set of implementation steps than sequential Gaussian

simulation, applied in chapter 5. Further research is required to clarify this choice

for practitioners.
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6.2.3 Future research

Currently, scaling is an important research topic (Ra�y 1994). Since the noun

`scale', has numerous, sometimes con
icting meanings (Turner and Gardner 1991,

Quattrochi 1993, Curran and Atkinson 1999), the verb `to scale' is equally am-

biguous. This thesis identi�es one speci�c aspect of scaling, the change-of-support

problem, as highly relevant for the spatial prediction of vegetation amount. The

parameters of any prediction model are expected to change with support. Because

of the nonlinearity of NDVI with vegetation amount, straightforward regularization

models (Rendu 1981) may not be adequate for scaling (Hu and Islam 1997). In

fact, it is diÆcult to envision a case where support will not a�ect bivariate relations

between ground-based and remote measurements, unless the scene were completely

random (from the idealized, purely random function model). Simonett (1971) (page

iv) stated almost three decades ago that `Extrapolating from one scale or resolution

to another . . . turn[s] out to be a sleeper in the remote sensing �eld', a statement

that seems equally applicable to the 1990s.

Given the diÆculty in obtaining a large enough sampling fraction for truly

regional mapping, a promising approach may be the combination of a deterministic

approach with a geostatistical approach. That is, local ccdfs may be de�ned based

on a deterministic, physically based radiative transfer model (i.e. Jasinski 1996)

that does not rely necessarily on local observations. Ccdfs could then be drawn

from using a probability �eld technique. Maps from such an approach would not be

conditional to data, but would have a spatial pattern reproducing a semivariogram

deemed representative of the region.

Past research has not focused on questions of uncertainty, typically summariz-

ing the quality of an aspatial regression relationship with a single standard error of

estimate value. The well-known regression theory for prediction intervals has gener-

ally not been employed to describe uncertainty and has not been expressed spatially.

A standard error estimate from aspatial regression is a limited �gure of merit for

the quality of predictions, and geostatistical models provide a rich set of tools that
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should be exploited in the future to more explicitly characterize uncertainty about

remote sensing of vegetation amount.

In situations where an aspatial regression approach is taken, it is important to

address the measurement error of both primary and ancillary variables, especially

their relative magnitude, to make a wiser choice of explanatory and response vari-

ables. Reducing error in the spectral variables will be brought about minimizing

sources of error and inconsistency caused by:

� misregistration in time and space,

� di�erent supports between ground measurements and pixels,

� imprecise radiometric calibration,

� failure to remove the atmospheric contribution to the remotely sensed signal

and

� failure to account for variation of re
ectance with direction caused by terrain

and non-Lambertian properties of vegetation

In comparison to the NOAA AVHRR and previous Landsat satellite sensors, these

sources of error should be reduced in sensors recently launched or planned for the

near future, including the Landsat 7 Enhanced Thematic Mapper (ETM+, Justice

et al. 1998), the Ikonos radiometer (Space Imaging, Inc. Thornton, CO), the Mod-

erate Resolution Imaging Spectroradiometer (MODIS, Justice et al. 1998) and the

Medium Resolution Imaging Spectrometer (MERIS, Verstraete et al. 1999); sensors

that will surely be used to map vegetation amount.

This has been a broadly ranging thesis, touching on many of the pertinent issues

of remote sensing from space, including atmospheric correction, geometric correction

and most fundamentally, the issue of prediction. It therefore has relevance to the

multitude of other quantitative remote sensing prediction problems, such as e�orts

to obtain maps of vegetation canopy biochemical content (Curran et al. 1997). The

results highlight the importance of space in prediction methods, an aspect that in

some ways is just beginning to be recognized.

161



A E�ect of image resampling on statistics

During geometric correction of image data, the grid of spectral values must be in-

terpolated to maintain a regular grid (Schowengerdt 1997). This interpolation step

is referred to as `resampling.' The three most common resampling algorithms are

nearest neighbor, bilinear interpolation and cubic convolution. As with the geosta-

tistical interpolation algorithms discussed in this thesis, resampling has the potential

to change the statistics of the data. A simple illustration using the synthetic data

from chapter 4 shows this to be the case.

The true image (Figure 4.1) was `warped' using a �rst-order polynomial to

simulate a typical geometric transformation. The polynomial was of the form:

x0 =
P1

i=0

P1
j=0 Pi;jx

iyj

y0 =
P1

i=0

P1
j=0Qi;jx

iyj
(A.1)

where x; y were the original coordinates, x0; y0 were the coordinates of the warped

image and all the coeÆcients Pi;j andQi;j were 0 except P1;0 = :02, P0;1 = 1:0, Q1;0 =

1:0 and Q0;1 = :02. The resulting image was resampled using nearest neighbor and

cubic convolution methods. The new values at the locations of the 300 samples in

the resampled images were compared with the true values at their original locations.

The nearest neighbor resampling added no error to these values. But the values from

the cubicly convoluted image had an RMSE of 18, or 4% of the true mean value of

422, and error values ranged from -258 to 179 (Figure A.1a). The image variance

was 3% lower in the cubicly convoluted image than the true image.

Resampling can also a�ect the semivariogram. Since cubic convolution weights

nearby values, it acts as a smoother, leading to a reduction in the sill and nugget

semivariances. In the illustration, the decrease in the semivariogram of the cubicly

convoluted image as a proportion of the the semivariogram of the nearest-neighbor

resampled image (Figure A.1b) showed that nugget and semivariances at small lags

are particularly a�ected by cubic convolution resampling.

While the e�ects on statistics are small in the illustration, and likely to be
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Figure A.1: (a) Histogram of di�erences (unitless) between 300 pixel values from an

image resampled by cubic convolution and the corresponding pixels from an image re-

sampled by nearest-neighbor method and (b) Di�erence between the semivariogram of the

nearest-neighbor resampled image and the semivariogram of the cubicly convoluted image,

expressed as a proportion of the nearest-neighbor resampled image's semivariogram.
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similarly small for real data, they should be recognized as a factor in the image

processing stream.
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